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NATIONAL BUREAU OF STANDARDS

The National Bureau of Standards' was established by an act of Congress on March 3, 1901.
The Bureau’s overall goal is to strengthen and advance the Nation’s science and technology
and facilitate their effective application for public benefit. To this end, the Bureau conducts
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and technological services for industry and government, (3) a technical basis for equity in
trade, and (4) technical services to promote public safety. The Bureau’s technical work is per-
formed by the National Measurement Laboratory, the National Engineering Laboratory, and
the Institute for Computer Sciences and Technology.

THE NATIONAL MEASUREMENT LABORATORY provides the national system of
physical and chemical and materials measurement; coordinates the system with measurement
systems of other nations and furnishes essential services leading to accurate and uniform
physical and chemical measurement throughout the Nation's scientitic community, industry,
and commerce; conducts materials research leading to improved methods of measurement,
standards, and data on the properties of materials needed by industry, commerce, educational
institutions, and Government; provides advisory and research services to other Government
agencies; develops, produces, and distributes Standard Reference Materials; and provides
calibration services. The Laboratory consists of the following centers:

Absolute Physical Quantities2 — Radiation Research — Chemical Physics —
Analytical Chemistry — Materials Science

THE NATIONAL ENGINEERING LABORATORY provides technology and technical ser-
vices to the public and private sectors to address national needs and to solve national
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builds and maintains competence in the necessary disciplines required to carry out this
research and technical service; develops engineering data and measurement capabilities;
provides engineering measurement traceability services; develops test methods and proposes
engineering standards and code changes; develops and proposes new engineering practices;
and develops and improves mechanisms to transfer results of its research to the ultimate user.
The Laboratory consists of the following centers:

Applied Mathematics — Electronics and Electrical Engineering? — Manufacturing
Engineering — Building Technology — Fire Research — Chemical Engineering?

THE INSTITUTE FOR COMPUTER SCIENCES AND TECHNOLOGY conducts
research and provides scientific and technical services to aid Federal agencies in the selection,
acquisition, application, and use of computer technology to improve effectiveness and
economy in Government operations in accordance with Public Law 89-306 (40 U.8.C. 759),
relevant Executive Orders, and other directives; carries out this mission by managing the
Federal Information Processing Standards Program, developing Federal ADP standards
guidelines, and managing Federal participation in ADP voluntary standardization activities;
provides scientific and technological advisory services and assistance to Federal agencies; and
provides the technical foundation for computer-related policies of the Federal Government.
The Institute consists of the following centers:

Programming Science and Technology — Computer Systems Engineering.
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FOREWORD

The 33rd meeting of the Mechanical Failures Prevention Group was held
April 21-23, 1981, at the National Bureau of Standards in Gaithershurg,
Maryland. The symposium was under the general coordination of the MFPG
Technical Committee on Materials Durability Fvaluation with A. W. Ruff
of the National Bureau of Standards as Chairman. The program was
organized under the chairmanship of A. J. Koury of the Naval Air Systems
Command with technical support from M. J. Devine of General Technology,
D. V. Minuti of the Naval Air Development Center, and M. B. Peterson

of Wear Sciences, Inc. Publicity was handled by M. J. Devine.

The organizers, the session chairmen, and especially the speakers, are
to be commended for an excellent program.

Appreciation is expressed to William A. Willard, formerly of the Nation-
al Bureau of Standards Fracture and Deformation Division and currently
with the Naval Surface Weapons Center, for his assistance in editing,
organizing and preparing these proceedings. UWhere possible, the papers
in the proceedings are presented as submitted by the authors as camera
ready copy. Some editorial changes and retyping were required.

Gratitude is expressed to Marian L. Slusser of the NBS Center for
Materials Science for handling financial matters, to Annette Shives
for typing, and to Jo Ann Lorden and Greta Pignone of the NBS Public
Information Division for the meeting and hotel arrangements.

This proceedings is the first MFPG publication to go to press since NBS
assumed the role as major MFPG sponsor in 1972 without the guidance of
Harry C. Burnett. Mr. Burnett, former executive secretary and long
time supporter of MFPG activities, died in September of 1981. He is
missed by his many friends in MFPG and at NBS. His enthusiasm and
genteel manner were an inspiration to all of us.

T. ROBERT SHIVES
Executive Secretary, MFPG

Center for Materials Science
National Bureau of Standards
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ABSTRACT

These proceedings consist of a group of 34 submitted entries (32 papers
and 2 abstracts) from the 33rd meeting of the Mechanical Failures
Prevention Group which was held at the National Bureau of Standards,

Gaithersburg, Maryland, April 21-23, 1981. The subject of the symposium

was maintenance technology improvement through innovation. Areas of
special emphasis included maintenance concepts, maintenance analysis
systems, improved maintenance processes, innovative maintenance
diagnostics and maintenance indicators, and technology improvements
for power plant applications.

Key words: fault detection/location system; Tubrication; maintenance;
maintenance management; maintenance technology; manpower utilization;
reliability assessment.

UNITS AND SYMBOLS

Customary U. S. units and symbols appear in some of the papers in these
proceedings. The participants in the 33rd meeting of the Mechanical
Failures Prevention Group have used the established units and symbols
commonly employed in their professional fields. However, as an 2id

to the reader in increasing familiarity with the usage of the metric
system of units (SI), the following references are given:

NBS Special Publication, SP330, 1981 Edition, "The International System
of Units."

IS0 International Standard 1000 (1973 Edition), "SI Units and Recom-
mendations for Use of Their Multiples."

IEEE Standard Metric Practice (Institute of Electrical and Electronics
Engineers, Inc., Standard 268-1979).

Disclaimer:

Certain trade names and company products are identified in order to
adequately specify the experimental procedure. In no case does such
identification imply recommendation or endorsement by the MNational
Bureau of Standards, nor does it imply that the products are neces-
saily the best available for the purpose. Views expressed by the
various authors are their own and do not necessarily represent those
of the National Bureau of Standards.

VII

1






SESSION 1

MAINTENANCE TECHNOLOGY AND
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MAINTENANCE TECHNOLOGY CONCEPT

A. J. KRoury
Naval Air Systems Command
Washington, D. C. 20361

An examination of the scale of mechanical and structural failure
can be readily estimated from the 1list of very recent equipment
malfunctions receiving national attention shown on Figure 1. The first
concerns a nuclear-power plant closed due to reactor and cooling system
failure during October 1980. Not including equipment replacement cost,
an expenditure of $800,000/day was incurred for a period exceeding
ninety days! The second covers a major recall in automobile history
due to the failure of two bolts --- over 6 million autos are involved!
Consider several additional failures representing national concern (A)
Flow control equipment identified as cause of failure at Three Mile
Island Nuclear Power Plant -- estimated cost $1 billion (B) Improper
valve component installation resulting in the total loss of a chemical
processing plant in Newark, Delaware (C) Motor failure in a steel mill
finishing plant -- in this instance a rapid repair costing $400,000 --
avoided a loss estimated at 30 million dollars. (D) Steel Reinforcing
rods in concrete and bridge systems have been severely damaged from

salt wused to prevent highway icing, cost estimates for failures
represents millions of dollars expended.

Every major industry, utility and government service involved with
equipment operation has described failures of major cost and
consequences. These failures also have a direct and significant impact
on productivity.

Improvement infailure avoidance and problem solution is a mandatory
national requirement, Innovative approaches based on technology
clearly focused on safety, durability, reliability and operating
economy, of a wide range of machinery and equipment can yield effective
solutions.

Mechanical and structural failure prevention is critically
dependent on a number of important disciplines listed in Figure 2.
Requirements include 1) identification and assessment of the failure
process, such processes include wear, corrosion, fatigue and fracture
representing the more common modes, 2) the operational environment such
as vibration, shock, humidity, temperature, salt, sand and
contamination can accelerate severe damage, 3) materials and material
processing including composition, heat treatment, surface coatings and
surface finishing can be key determinants of service life, 4) assembly,
transport and preservation involves training, manuals and publications,
handling equipment, and protective materials required for effectiveness,
5) human performance covering knowledge, skill,experience and motivation



are vital elements.

Prior to describing the '"Maintenance Technology Concept" and the
factors involved with successfully linking research and development
with failure prevention, a review of current programs for conducting
equipment and plant maintenance will be reviewed.

PREVENTIVE MAINTENANCE

In the early days of industrial development and through much of its
history, there has been primarily one approach to maintenance:
Preventive Maintenance. There are still many adherents today with
obvious justification. It only costs $4 to grease a bearing but $400
to replace it. While the bearing is being replaced several million
dollars of production may be lost. In preventive maintenance those
actions are taken which are necessary to forestall equipment
deterioration. Where preventive maintenance 1is practiced, technology
efforts have been mainly directed to improving two areas: management
techniques and for improved tools and equipment which shorten the
maintenance task times.

Maintenance management has gone from a random scheduling of tasks
to a highly organized, minutely scheduled work system with accurate
cost accounting and accountability., Computer systems analyse the work
load and organize it efficently. CRT terminals have replaced
maintenance manuals and provide rapid information acquisition. Some of
the maintenance tasks taken over by computers are listed in Figure 3.

Another  important development in preventive maintenance 1is
simplified inspection and repair. "In situ" repairs are 1listed in
Figure 4. These include leaks, under-water repair techniques,
rebuilding of worn surfaces, repair of FOD damage to turbine blades,
repair of composite structures, restoring surfaces which have been
damaged by corrosion or erosion, crack repair, and machinery
alignment. Analysis has shown that one of the most costly elements of
the maintenance process is not the repair but the disassembly, removal
and reassembly. Thus, the development of components such as bearings
and seals which can be removed without extensive disassembly are
particularly valuable,

The realization that many inspections are invalid and frequently
unnecessary and often redundant, has led many organizations to abandon
preventive maintenance as too costly. Secondly, it has been realized
that maintenance actions often are the causes for systems to
malfunction; that is, errors are committed during maintenance. Thus,
other alternatives were investigated.

ON CONDITION MAINTENANCE

In "on condition" maintenance, actions are taken when inspections




or the operating characteristics of the equipment indicate that
maintenance is required. Many of us use this approach to automobile
maintenance. The literature reports successful use in a wide range of
applications such as aircraft, appliances, and plant equipment.

Once success was achieved with certain applications, there was the
natural inclination to expand the concept to other more critical ones.
For critical applications it was necessary to get an early, positive
indication of failure so that maintenance could be accomplished before
failure actually occurred. This led to the concept of condition.
monitoring in which instruments and warning devices replaced the eyes
and ears of maintenance and operating personnel. This more
sophisticated approach to '"on condition" maintenance is described in
the following sectionm. '

CONDITION MONITORING

During the past 10 years a vast amount of work has been undertaken
to develop and improve condition monitoring capabilities. The main
thrust of the work has been to develop sensors and appropriate hardware
to give some sort of a malfunction warning to the operator.

The concept of condition monitoring is not new. Temperature
sensors, oil pressure indicators, fire lights, wear detectors, flow
indicators, fluid level gages and power level sensors have always been
used to give an indication of the condition of at least one component
of a system. What was new was the idea that eventually all sensors
would be connected to a single "black box" which would not only warn
the operator of a problem but would tell him what was wrong and what to
do about it.

The literature shows that condition mointoring has been applied to
the types of machinery listed on Figure 5 with various degrees of
success. This equipment includes gas turbine engines, diesel engines,
turbomachinery, automobiles, trucks, tanks, buses, ships, transmissons,
computers, consttuction machinery, space craft, nuclear power plants,
and hydraulic systems. The major systems which have been used are
listed on Figure 6, In the first approach critical sensors are
specifically selected for each malfunction or component. This might be
only a thermocouple or it would be a complete system. For example, the
literature describes bearing monitors, structural fatigue monitors,
corrosion detectors, wear indicators, misalignment, and a variety of
other gages. The difficulty with the critical sensor approach is that
in many systems a large number of sensors are required. Approaches
were sought for a single technique which would detect a large number of
different types of malfunctions. Another approach receiving the most
attention has Dbeen vibration analysis. In this approach each
malfunction produces a characteristic signal which can be recognized
and interpreted by the analyser. O0il analysis measures the composition
of wear particles in the oils to isolate facility components., Gas path



and exhaust analysis monitor the combustion process while IR analysis
monitors '"hot spots".

Although great strides are being made it is impossible to monitor
everything. Monitoring has been most effective in systems of reduced
complexity not requiring a multiplicity of sensors.

MODULARIZATION

Modularization is the design approach to maintenance. Essentially
a machine is designed with easily replaceable modules. If service
problems develop, the modules are interchangeable and replaced while
the faulty module is repaired. Although this concept has been used
successfully in consumer appliances and electronic equipment for many
years, its use in complex machinery is just beginning. For example, a
gas turbine engine is built in four modules viz. power turbine, hot
section, cold section, and accessory section. The power turbine module
consists of the turbine case, the turbine rotor assembly, the turbine
drive shaft and the exhaust frame. The hot section includes the
combustion liner, the turbine stator and rotor assemblies. The cold
section has the output shaft, the front frame, the main frame, the
compressor rotor and stator and the diffuser casing. The accessory
section contains the various accessories. The main advantage is of
course that the whole engine is not down while one part is being
repaired. There are, however, disadvantages. The principal
disadvantage is that maintenance personnel often take the path of least
resistance and remove modules for trivial reasons. It is not uncommon
to find a large increase in the '"no defect" removals when this approach
is used. What is needed is test equipment so that the need for module
removement can be accurately determined. Performance records become of
limited value since interchangeability can lead to loss of identity.
However, the benefits gained in availability wusually outweigh the
disadvantages. This approach will probably find increased useage as
demands for quick response maintainability increase.

RELIABILITY~CENTERED MAINTENANCE

Reliability-centered maintenance (RCM) is a technique for
developing scheduled maintenance programs for aircraft, although the
technique is equally applicable to other equipment. It was developed
by United Airlines in 1965 and has since been adopted in principle by a
large number of other airlines. The significant difference between
this program and others is each maintenance task is directly related to
component failure modes and their consequences. The process begins
with the identification of all failure significant components. The
functions of these components are then defined and possible failure
modes are selected based upon component functions. Consequences of
failure are identified as safety, availability, cost or failure
producing. With this information, decision diagrams are then used to
identify scheduled maintenance tasks. Four scheduled maintenance tasks




can be assigned:
On-condition inspection
Scheduled rework
Scheduled discard
Failure inspections

These tasks are then grouped into a specific maintenance program for a
specific piece of equipment.

This approach basically selects from an all-encompassing preventive
maintenance program (which inspects and repairs all components with
equal vigor) those tasks which have a direct effect on maintenance
objectives, Where RCM has been used maintenance costs have been
reduced significantly. More extensive benefits of this program will be
realized when the data base and information is expanded on service
failure modes.

ANALYTICAL MAINTENANCE PROGRAMS

With preventive maintenance programs the main flow of work is from
the manufacturer, through manuals, to maintenance personnel who
effectively schedule and undertake the necessary tasks. With an
analytical maintenance program there are strong inputs from maintenance
as to what is done, when it is done, and how it is done. The basis for
this program is a complete understanding of maintenance objectives and
effective wmeasurements of current maintenance operations, Such
information is now available with computerized maintenance operations
which make available records of all maintenance operations. The Navy
3M system 1is typical. All maintenance actions are recorded in a
computer and can be recalled for review. This is illustrated in Figure
7 where the man hours associated with certain malfunctions are
recorded. The malfunctions and the WUC's are pre-selected and the
computer sums the maintenance man hours for each part and each
malfunction. The value of such data is obvious. Components requiring
excessive man hours can be investigated for specific details so that
corrective measures can be taken in maintenance. TFor example, in
Figure 8 leaking actuators are summarized. Failure analysis shows that
the problem in all cases is actuator rod wear due to dirt trapped in
the exclusion seal. A variety of maintenance approaches are available
‘to reduce this sort of problem. These data identify component problem
areas; however, additional data yields other kinds of information such
as squadron differences, budget data, cost effectiveness, future design
modifications, and research directions.



FAILURE CONTROL

With an effective analytical maintenance program equipment users
are able to practice what might be called failure control, a positive
approach to reducing maintenance costs, This can only be achieved by
obtaining a complete understanding of service failures and then
applying the appropriate technology to reduce these failures. There is
extensive literature on the subject of component failures and ways that
these failures can be avoided. This technology is often not considered
in design because the designer is unaware of the potential of certain
kinds of failure. Once these failures are observed in maintenance,
appropriate changes can be instituted. Experience shows that most
failures originate because of one of the conditions listed on Figure
9. Much more research 1is necessary to develop components more
tolerable to these conditions and make failure control information
available to designers and maintenance personnel so that an effective
information linkage is established.

MAINTENANCE TECHNOLOGY CONCEPT

The Maintenance Technology Concept is a scientific approach to
failure prevention and maintenance improvements. It stresses the
continual application of demonstrated technology and recognizes a
multi-disciplinary requirement shown on Figure 10 and 1involves
structures, materials, tribology, corrosion, preservations, fracture
mechanics, diagnostics, 1life predictions, repair processes, quality
assurance and the life cycle phases of machinery. Failure prevention
and effective maintenance based on this concept emphasizes:

- Research and development clearly focused
on maintenance objectives.

- Performance information data base retriev-
able for design and management decisions.

- Implementation of new technology for
performance upgrading and durability.

-~ Im-situ structural monitoring.
~ Non destructive inspections.

~ Assessment of failure process - standard-
ized classification and description.

- Assessment of repair process including
repair verification.

The comprehensive plan for the Maintenance Technology Concept includes
requirements for:




A systems approach is inherent in this concept and an imaginative
management linking technology advances with manufacturing,
and maintenance operations as well as information data bases is needed

on a sustained basis. The Maintenance Technology Concept involves the

- Training
-~ Publications
- Personnel
- Engineering

- Support

following three essential phases:

PHASE I - MAINTENANCE TECHNOLOGY INFORMATION BASE

(1) Review information/data from maintenance documents,

(2) On-site surveys for various levels of maintenance to
inspect machinery, structure and equipment; discuss and
examine maintenance procedures to determine current
practice and techniques.

(3) Compilation and analysis comparing maintenance
requirements and maintenance capabilities.

(4) Determine condition of machinery/equipment/structure and
causes of degradation.

(5) Assessment covering optimum materials, processes,
treatment, repair and inspection procedures.

PHASE II - MATERIAL/PROCESSES FOR EFFECTIVE MAINTENANCE

(1) Define optimum procedures for detection and
interpretation of the degree of material degradation.

(2) Determine from data generated under Phase I latest
applicable technology for increasing equipment
performance and service life.

(3) Define optimum materials and processes for treatment and
repair for application at the various levels of
maintenance.

(4) 1Initiate verification procedures,

(5) Conduct on-site demonstrations of improved procedures.

processing



PHASE III ~ TECHNICAL REQUIREMENTS FOR MAINTENANCE IMPROVEMENTS

(1) Revise maintenance publications, e.g., manuals and
rework specifications.

(2) Define or recommend design/material changes where
required,

(3) Recommend R&D starts covering technology voids.

In this approach, the earliest exploitation of new technology will be
emphasized, viz:

(a) Identification of improved materials and processes
for various levels of maintenance.

(b) TImplement/accelerate use of the improved technology
in new production and manufacturing processes.

(¢) Utilization of innovations in technology on a
continual basis for maintenance improvements.

SUMMARY

Significant technical advances are the critical elements of this
new approach to maintenance. Technology can be the vital element of
the maintenance plan resulting from a policy emphasizing increased
durability and equipment availability with effective cost control.
Examples of maintenance technology available to support this policy
are:

1. Use of computer systems to optimize data storage, retrieval,
dissemination as well as maintenance scheduling, record and

analyse service problems, and control inventories.

2. Application of maintenance models to weigh complex
alternatives.

3. Apply condition monitoring instrumentation for early warning
of impending failures or malfunctions.

4. Introduce rapid inspection and repair techniques.,
5. Require failure resistant designs.
6. Use improved maintenance materials and processes.
The wultimate goal of maintenance technology 1is to achieve a

specified period of trouble-free operation followed by an all-inclusive
maintenance period. With the new and emerging technology we are now

10




approaching that goal. The major conclusion is that the widest
possible benefit to industry and government can be achieved from a
national program exploiting the maintenance technology concept.
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MECHANICAL/STRUCTURAL FAILURE

RECENT EXAMPLES

NUCLEAR-POWER PLANT MALFUNCTION
EXPENDITURE: $800,000/day

AUTOMOBILE BOLT FAILURES
RECALL: 6 MILLION PLUS AUTOS

TMI - FLOW CONTROL FAILURE
LOSS: 1 BILLION PLUS DOLLARS

CHEMICAL PROCESS VALVE FAILURE
RESULT: LOSS OF CHEMICAL PLANT

STEEL MILL FINISHING PLANT - MOTOR FAILURE
EXPENDITURE: $400,000 RAPID REPAIR TO

AVOID A $30 MILLION LOSS

HIGHWAY/BRIDGE SYSTEM REINFORCEMENT FAILURE
COST: MULTI-MILLION DOLLARS

Figure 1

MAINTENANCE TECHNOLOGY DISCIPLINES

STRUCTURES
MATERIALS
TRIBOLOGY
CORROSION
PRESERVATION
FRACTURE MECHANICS
DIAGNOSTICS
NONDESTRUCTIVE INSPECTION
REPAIR PROCESS

LIFE PREDICTION
QUALITY ASSURANCE

Figure 2
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COMPUTER USES IN MAINTENANCE

MATERIALS INVENTORY AND ORDERING
SCHEDULING MAINTENANCE AND INSPECTIONS
REPORTING MAINTENANCE HISTORY

COST ANALYSIS AND CONTROL

ISSUING WORK ORDERS

CRITICAL PATH NETWORK ANALYSIS

Figure 3

“INSITU REPAIRS”

LEAKS

UNDERWATER REPAIR TECHNIQUES
WEAR

TURBINE BLADES

COMPOSITE STRUCTURES
CORROSION AND EROSION DAMAGE
CRACK REPAIR

ALIGNMENT

COMPONENT REPLACEMENT

Figure 4
CONDITION MONITORED EQUIPMENT

GAS TURBINE ENGINE
DIESEL ENGINES
TURBOMACHINERY
AUTOMOBILES

TRUCKS

TANKS

BUSES

SHIPS

TRANSMISSIONS
COMPUTERS
CONSTRUCTION MACHINERY
SPACE CRAFT

NUCLEAR POWER PLANTS
HYDRAULIC SYSTEMS

Figure 5
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CONDITION MONITORING APPROACHES

CRITICAL SENSORS
VIBRATION

OIL ANALYSIS

GAS PATH ANALYSIS
EXHAUST ANALYSIS ’
IR ANALYSIS

Figure 6

A6 AIRCRAFT STRUCTURE
330 /A/C 1 YEAR OPERATION

MALFUNCTIONS (Manhours)

Toiat Tolal impropet
Work Unll Code Identificaiion Hours Incldences Corroded Broken M ,L_"_“_"! _s_i_uc_l m _L_vg: Lubrication
1121500 Wing Skin 12:77—5 175211,429 331 170 534 0 127 8 0
1113000 Misc Access Doors/Panels 11,122 2295 5,723 3,206 1,057 143 41 299 316 10
1113100 Forward Engine Access Door 9,491 1659 4,846 3,505 533 8 237 147 91 10
1113800 Access Panel 7,775 1646 4,080 2,071 762 72 6 290 162 18
1432100 Fiaperon Actuator 5,724 139 2 19 2 5,622 60 10 7 4
1481400 Slat Assembly 4,895 5§33 3,559 595 346 7 54 183 4 3
1121200 Wing Outer Panel 4,591 296 2,880 159 783 591 0 103 1 0
1121100 Wing Inner Panel 4,558 378 3,991 27 87 434 2 [ 0 3
1411200 Flaperon Skin 4,124 442 3,170 45 37 0 40 3 0 0
1118300 Boarding Ladder Assembly 3,972 879 2,331 774 501 6 27 283 19 6
1442100 Rudder Actuator 3,919 99 9 92 0 2,289 42 79 23 0
1452100 Stabilizer Actuator 3,496 83 16 62 0 2,272 1 20 0 0
1131200 Vert Stabllizer Skin 3,275 495 3,024 110 55 0 0 12 14 ]
1116100 Ext Equipment Platform 2,494 538 1,127 872 180 15 43 123 79 4
1121400 Wing Leading Edge 2,578 407 1,778 79 60 70 2 244 21 0
1113500 Aft Engine Access Door 2,457 420 1,975 317 74 0 18 35 22 1
1113600 Tall Pipe Access Door 2,383 369 1,819 368 60 12 1] 106 7 0
1311100 MLG Shock Strut ) 2,385 313 1,114 36 465 492 122 10 2 118
1311000 MLG Mechanical Components 2,365 291 1,144 217 77 a7 162 99 12 578
1321100 NLG Shock Strut 2,559 167 1,464 9 3 897 4 16 4 147
1451100 Hor Stabllizer Cabie 2,453 46 4 1,979 0 120 0 349 6 0

Figure 7
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A6 ATTACK AIRCRAFT
LEAKING MALFUNCTIONS
330 AIRCRAFT 1 year operation

0O&l

Component Incidents Manhours
Flaperon actuator 138 5622
Rudder actuator 79 2289
Stabilizer actuator 71 2272
MLG sequence valve 82 1321
MLG hydraulic lines 104 1215
NLG shock strut 52 - 897
NLG Retract cylinder 34 753
Wing structure 55 711
Wing outer panel 63 591
Wing skin 39 , 534
MLG retract actuator 64 500
MLG shock strut 26 492

TOTAL 807 17,197

Figure 8

CONDITIONS RESPONSIBLE FOR FAILURES

¢ ENVIRONMENT

e CONTAMINATION

e MISALIGNMENT AND POSITIONING

e EXCESSIVE LOADS OR TEMPERATURES
e VIBRATION

e MATERIAL DEGRADATION

e INADEQUATE LUBRICATION

¢ SHOCK LOADS
e DAMAGE

Figure 9
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FOCUS
MAINTENANCE TECHNOLOGY CONCEPT
SCIENTIFIC APPROACH STRESSING TECHNOLOGY

INNOVATION FOCUSED ON IMPROVEMENTS FOR SAFETY,
RELIABILITY, DURABILITY & OPERATING ECONOMY.

MANAGEMENT INITIATIVES LINKING TECHNOLOGY
ADVANCES WITH MANUFACTURING, PROCESSING, AND
MAINTENANCE AS WELL AS INFORMATION SYSTEMS
ON A SUSTAINED BASIS.

Figure 10
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INNCVATION FCR MAINTENANCE TECHHCLCGY IMPRCVENMENWTS

Harry Rolka
Dow Corning Corporation
idland, Michigan 48640

Abstract: The high cost and complexity of today's indus-
trial operation makes it imperative that mMaintenance tech-
nology be put to work. In 1980 American industry spent in
the range of 246 billion dollars in maintenance costs for
‘plant facilities and equipment. These estimates do not take
into consideration the cost of lost sales caused by produc-
tion downtime and poor product quality. The need and oppor-
tunity for skilled, results oriented maintenance administra-
tors has never been better nor more important. The address
will focus on the more critical maintenance problems facing
industry; their impact and some innovative productivity
practices and concepts that hold great promise for the
future.

Key words: Maintenance; maintenance costs; maintenance
technology; technology centers; technology innovation.

It is essential, I believe, that we occasionally step back
from our daily job activities and take stock. We should
reassess our goals, priorities, and performance, in light

of present and future needs. When we do, these needs become
better defined, and meeting them means "taking on a
challenge" rather than simply "dealing with a problem."

We have an opportunity during these next three days to
engage in this kind of reassessment, thanks to this Jjoint
Symposium sponsored by the Mechanical Failureg Prevention
Group of the National Bureau of Standards, and the Naval Air
Systems Command. Although my background is primarily with
chemical processing, associates from other fields assure me
that our maintenance operations are far more similar than
dissimilar. So with this in mind, I'm pleased to be here

to share with you my experiences and ideas for meeting some
of industry's more critical maintenance challenges.

Pirst, an understanding of what is meant by "maintenance
technology" -- and its economic significance -- is in order.
This will provide the basis from which to discuss innovative
productivity practices and concepts that hold great promise
for the future.
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Proadly speaking, Webster defines "technology" as "the
systematic treatment of an art; an applied sclence or a
technical methed of achieving a practical purpose." A good
example is Thomas Bdison's development of the electric light
bulb after 50,000 experiments.

T will define "maintenance technology" as "the systematic
and scientific approach to pregserving a plant's physical
facilities and equipment in optimum working order." And,

to do this often reguires the dogged persistence of Edison -
who remarked to his flustered colleagues, "Well, at least

we now know of 50,000 things that will not work." Faced
with today's complex and costly industrial operations, main-
tenance technolozy must be vigorously developed and applied.
U.3. companies gpent approximately 246 billion dollars in
1980 to maintain plant facilities and equipment. (This

does not include the cost of lost sales resulting from
production downtime and poor product quality.) The statis-
tical compariscns shown in figure 1 illustrate the economic
impact of maintenance costs.

After loocking at this, you might say, "Great, maintenance
operations is big business, but it's still not getting all
the funds it needs That's probably true. But, we could
make that money gzo a lot farther. Industrial consultants
tell us that 30% -- about 75 billion dollars -- is wasted
through poor management. A list of the causes of this
waste are shown in figure 2.

It's important to note, that these same experts put the
blame for this situatlion squarely on top management. This
is because top management does not understand maintenance
operations. For this reason I propose to you that the
greatest single challenge facing maintenance managers today
is closing the credibllity gap between themselves and
corporate executives. Effective maintenance managers will
leave the ternuous safety of their "trenches and pillboxes"
and take on all competitors vying for executive management
support and limited cash resources. These battles will be
won by using the same weapon the competitors use: knowing
and selling the "bottom line" financial advantages, payback,
and productivity improvements of your proposals. Main-
tenance administrators must speak in the financial terms
executives understand -- cost analysis, economic evaluation
and cost/benefit comparisons. The successful manager needs
to have a "fighter pilot mentality" of knowing the mission,
the cempetition, and tenaciously pursuing the objective.

Ve should keep in mind that the requirements for a good
maintenance operation are the same as for any other
business operation. A brief list of important maintenance
requirements is shown in figure 3.
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The maintenance picture is changing as more companies come
to the realization that maintenance is the single largest
controllable cost in the plant. In these companies
effective maintenance administrators are finding top
management support. New and innovative productivity prac-
tices and concepts are being implemented. Some of these
improvements are worth mentioning.

I Maintenance Technology Centers (figure 4)
. Typical Charter
. Proad Representation
. Annual Reviews with Executive Management
TI Capitalization Improvement
RBuying Current Technology
. Increasing Utilization of Industrial Robots
. Computerization of Cperations
I1T Tatest Instrumentation Training and Kanpower Trends
. Traditional Instrumentation is Changing
. Technical Specialists for:
- Process Computers
- Cn-3tream-Analyzers
- Electronic Controls
IV Fifth and Sixth Shift Cperations
.  Humanization of the Shift Worker (figures 5, 6)
V  Team Action Circles (Quality Circles)
VI Exotic Materials of Construction
VIT HNon-Destructive Testing
. Vibration Analysis
. Ultrasonic Testing
. Fiber Cptic Inspection Equipment
. Thermovision Equipment

VIT Multi-skill Craftsmen

. Electrical/Instrument Combinations
. IMechanical Craftsmen

19



Recent studies by the Brookings Institute on labor produc-
tivity estimates that implementation of technological
innovation provides 44% of this nation's productivity
improvement. 2o I will close with the same statement I
started with -~ the high cost and complexity of today's
industrial operations makes it imperative that we put
maintenance technology to work. Let's renew our commitment
as maintenance professionals to assure this happens.

1980 CCST CCOMPARISCHS
¥ INDUSTRIZES' MAINTIENANCE CCSTS ----- 246 BILLICN DCLLARS
* AMERICAN'S TOTAL TAX BILL ----v-w-- 750 BILLICHN DCLLARS

FEDERAL - 520 BILL. DCLLARS _
LGCAL & STATE - 230 BILL. DCLLARS

*  TINDUSTRIES' THEFT LOSSES ==-m—wwew- 4o BILLION DCLLARS
INDUSTRIES' ABSENTEEISH COSTS ----- 20 RITLICHN DCLILARS

10 BILLICN DCOLLARS ATTRIBUTED TC
PCCR ATTITUDE AND LACK OF
JCB COMMITNINT

GM'S ANNUAL ABSENTEEISM CCST IS
1 BILL. DCLLARS

RAILRCAD MAINTENANCE CCST ---e--e-- 11.3 BILLIGHN DCLLARS

* THREE MILE ISLAND ESTIMATED REPAIR AND
REFURBIBZHING BILL ----memmemma -1 BILLIOHN DCLLARS
(PLUS EIGHT YEARS3)

Figure 1
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*

¥*

CAUSES OF MAINTENANCE WASTES
LACK OF MAMNAGENENT CCST CCNTROL.

LACK CF GCOD EQUIPMENT REPAIR RECCRDS AND LITTLE
ENGINEERING ANALYSIS OF EQUIPMENT FAILURES.

POOR CPERATOR TRAINING RESULTING IN INMPRCPER EQUIPMENT
CPERATICN.

NISMANAGEMENT CF SPARE PARTS INVENTCRIES AND MAINTENANCE
SUPPLIES.

INEFFICIENT PLANNING AND SCHEDULING.
LACK OF PREVENTIVE MAINTENANCE PRCOGRAMNS.

ILACK OF EFFECTIVE USE (F NGN—DESTRUCTiVE TESTING AND
DIAGNGSTIC EQUIPMENT.

NO INCENTIVES TC ENCOURAGE BRIGHT SUPERVISCRS AND
ENGINEERS TC GET INTC MAINTENANCE.

LACK OF COCRDINATION BETWEEN PRCDUCTICN AND MAINTENANCE,

Figure 2
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II

ITI

IV

VI

IMPCRTANT MAINTENANCE REQUIREMENTS
DEVELCP A -GOOD ORGANIZATICN AND INSTALL THE MCST
EFFECTIVE MANAGERS AND SUPERVISCRS YCU CAN FIND.
CENTRALIZED, DECENTRALIZED AND MATRIX ORGANIZATICNS
ALL WORK IF MANAGED PRCPERLY.

DEVELOP SEVERAL HISTORIC MAINTENANCE INDICES THAT
MEASURE YOUR TEAM'S PERFORMANCE. TYPICAL INDICES

MATINTENANCE COST PER UNIT CF CUTPUT
EQUIVALENT MANPGWER PER UNIT OF OUTPUT
. EQUIPMENT DCOWNTIME CR UTILIZATION MEASUREMENTS
OVERTINE RECCRDS
ABSENTEEISM RECCRDS
. CAPITALIZATION OF EXPENSE WORKERS
. WORK SAMPLING
IMPLEMENT AN EFFECTIVE MANAGEMENT BY CBJECTIVES
PRCGRAM (MBO) WITH QUARTERLY REVIEWS. GAIN COMMITMENT.
ASSIGN ACCOUNTABILITY.
CONTRCL COCSTS AND PEOPLE RESCGURCES
REWARD GOCD PERFORMERS
RETRAIN POOR PERFCRMERS

Figure 3
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PRIORITY |

PRIORITY 1

PRIORITY 111

PRIORITY 1V

PRIORITY V

CHARTENR

MAINTENANCE TECHNOLOGY CENTER

DEVELOP MAINTENANCE TECHNOLOGY, PRIORITIZE AND
ASSIGN MULT! PLANT OR CRITICAL MAINTENANCE

PROBLEMS TO SKILL SPECIALISTS OR THE SKILL CENTER
TASK FORCE FOR SOLUTION. COORDINATE IMPLEMENTATION
OF CORRECTIONS WITH APPROPRIATE CONSIDERATION FOR
SAFETY AND COSTS. ELIMINATE DUPLICATION OF EFFORT.,

OPERATE AS A CLEARING HOUSE FOR MAINTENANCE
TECHNOLOGY AND INFGRMATION.

A. MAINTAIN TECHNICAL LIBRARY OF RECORDS
AND REPORTS.

B. MAINTAIN AND DISTRIBUTE UPDATED LIST OF
TECHNOLOGY BOARD MEMBERSHIP AND SKILL
SPECIALISTS.

C. COMMUNICATE MAINTENANCE TECHNOLOGY.

ASSIST PLANTS IN IMPROVING MAINTENANCE PROGRAMS.
DEVELOP INDICES TO MEASURE PLANT AND CORPORATE
MAINTENANCE COST EFFECTIVENESS, PRODUCTIVITY
AND EQUIPMENT ON LINE TIME.

IMPROVE CAPITAL UTILIZATION AND PRODUCTIVITY

BY MAXIMIZING ON~LINE~TIME WHILE OPTIMIZING
BOTH MAINTENANCE COST AND INITIAL CAPITAL.

Figure 4
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5 SHIFT SYSTEM
40 HRS/WEEK

M T W T F S S TOTAL HOURS
i - N N N N N N 48
2 N - L L L L L 48
3 L L -~ - M M M 40
4d M M M M - - - 32
5 b p b D D - - _40
208

N = NIGHTSHIFT =46 HRS/WEEK

L = LATE SHIFT
M= MORNINGSHIFT
D= DAYSHIFT

OFF-HOURS DURING WEEK QFF-HOURS WEEKEND

SHIFT | 24 —
SHIFT 2 56 o—
SHIFT 3 56 —
SHIFT 4 - 89
SHIFT & - 54.5

+10.5 EXTRA FREE DAYS/YEAR

Figure 5
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SALARY IMPROVENENTS
HIGHER SHIFT ALLOWARCES
SHORTER WORKING WEEK
RMORE TIME-OFF

FEWER NIGHTS WORKED
MORE WEEK-ENDS AT HOME
GREATER JOB SATISFACTION
DEFINITE FUTURE JOB GROWTH
PROPER TRAINING

'MORE RESPONSIBILITY
TECHNICIAN SKILLS

Figure 6
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PRIMARY CONTRIBUTORS
10
IMPROVED PRODUCTIVITY®

TECHNOLOGICAL
INNOVATION

Lz

TANGIBLE
CAPITAL

16%

EDUCATION

BETTER
RESOURCE
ALLOCATION

12%

ECONOMIES
OF SCALE

rcm m e

* “LABOR" PRODUCTIVITY; RATIO OF MEASURABLE OGUTPUT TO INPUT.
SOURCE: BROOKINGS INSTITUTE STUDY -- 1979

Figure 7
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AN OVERVIEW OF MAINTENANCE INFORMATION SYSTEMS FUNCTIONS

Victor S. Middlebrook and George D. S. Andrews
Transportation Systems Consulting Corp.
P.O., Box 230 * 5 Sanford Street
Huntington Station, New York 11746

Abstract: Aircraft Maintenance costs are escalating rapidly
on practically every front. Maintenance information systems
are one of the few areas where costs have remained relative-
ly stable in recent years because computer hardware costs
have continued to decrease. This has enabled the develop-
ment of more cost-effective applications to control costs
and manage aircraft maintenance. 1In this paper a framework
of primary maintenance information systems functions is out-
lined. The list is all-inclusive and covers those functions
which interface directly with the aircraft, the powerplant/
component/support shops and the management and financial
areas. Over fifty different functions are reviewed in some
detail to present each potential user with a list he should
consider in developing comprehensive maintenance systems.
Implementation steps are also discussed and conclusions
drawn., :

Key words: Aircraft Maintenance Functions; Maintenance
Information Systems Functions; Management and Financial
Functions; Master Planning; Material and Logistics Func-
tions; Personnel/Component/Support Shop Functions; Power-
Plant/Component/Support Shop Functions.

Maintenance Information Systems Functions Overview

It is helpful to have a framework in which to review the
Maintenance Information Systems functions. There are a num-
ber of approaches to accomplish this. Regardless of wbich
approach is selected there will be individual functions
which do not conveniently fit the framework. The framework
outline depicted in figure 2 appears to be workable.

The functions are analyzed with respect to their relation-
ship to the aircraft, working away from the aircraft to
overall maintenance management costs. The first group of
functions to be reviewed are those which interface directly
with aircraft maintenance.
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AN OVERVIEW OF MAINTENANCE INFORMATION SYSTEMS FUNCTIONS
ABSTRACT

MAINTENANCE COSTS - RISING RAPIDLY:
- LABOR

- MATERIAL

- FACILITIES

MAINTENANCE INFORMATION SYSTEMS COSTS -

STABLE
- PROGRAMMING UP MODESTLY BUT
- HARDWARE CONTINUES TO COME DOWN

NET RESULT - INCREASED USE OF MAINTENANCE
~ INFORMATION SYSTEMS (MIS)

THIS PAPER PROVIDES A SHOPPING LIST OF
OVER FIFTY MIS FUNCTIONS TO CONSIDER

CAVEATS: EACH FUNCTION MUST BE:
- COST EFFECTIVE
- INTEGRATED
- USER INVOLVED

Figure 1
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MAINTENANCE INFORMATION SYSTEMS FUNCTIONS OVERVIEW

AIRCRAFT MAINTENANCE

I

POWERPLANT/COMPONENT SUPPORT

|

MATERIAL "'\’
PERSONNEL/FACILITY
.__Jb
.oyl

OVERALL MANAGEMENT/COSTS

Figure 2
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The next set of functions pertain to the powerplant/
component/support areas which include all of the shop activ-
ities that support an aircraft. This is an area where im-
proved information systems can often reduce costly aircraft
delays.

The next group are the material functions which is the next
lower support step. If not properly organized, these func-
tions can be a large contributor to delays. The volume of
the material processed requires efficient information pro-
cessing support.

Next are the personnel and facility functions. Personnel is
an area, in the decade of the eighties, which will require
much more control because of accelerating labor rates. Fa-
cility management is just starting to be developed.

Finally, overall maintenance management/costs ties it all

together and produces the maintenance organization's bottom
line.

Aircraft Direct Maintenance Functions (1 of 2)

A/C Configuration Tracking. Keeps track, for each aircraft, of
the powerplant, maintenance units, components, assemblies, and parts
presently "hanging on the A/C", by serial number.

A/C Status. Provides the status of pilot reports (pireps), delays,
deferrals, previous maintenance actions, etc.

A/C Time. Keeps track of time-on-aircraft in terms of hours, cycles,
calendar time, opportunity hours, etc., as appropriate.

A/C Time-When-Due Record Keeping. Compares 1;1'mes on corpponents
against allowable times and creates a scheduled maintenance Tist.

A/C History. Allows maintenance analyst tc_> review any selected
tail number, or system, for its maintenance history.

A/C Service Forecasting. Based on reliability history and sea-
sonal A/C requirements, provides a service forecast for a 2 month to

2 year period.

A/C Service Scheduling. Refinement of forecasting function
covering 2 days to a 2 month period of time and includes material and
personnel requirements.
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AIRCRAET;QIRECT MAINTENANCE FUNCTIONS (1 OF 2)

DIRECT
AIRCRAET
MAINTENANCE

POWERPLANT/
COMPONENT/
SUPPORT SHOPS

MATERIAL
AND

LOGISTICS

PERSONNEL

FACILITY

MANAGEMENT

AND .
FINANCIAL

PILOT
REPORTS
ROTABLE
CHANGES
A/C
STATUS HOURS.,
- CYCLES,

A/C
CONFIG.
TRACKING

/

A/C
[ HISTORY )
Ny

Y

X
/ A/C~\\\
" SERVICE
\ FORECAST .}
&
oy
/7 NMC N
] SERVICE 'y
. SCHED. |
2-60 DAYy
N
LS

e STATUS
= = == Pl ANNING

eeesss CONTROL Figure 3
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Aircraft Direct Maintenance Functions (2 of 2)

A/C Routing. A real-time operations center function with the ability to
redirect aircraft based on maintenance and operational implications.

Work Card Control. A combination of manual and computer work card man-
agement (work card index is computerized).

Work Package Generation. Creates a work package for a specific service
based on time-when-due, work cards required, modifications planned,
servicing required, etc.

Specific Service Work Status. Provides the ability to control heavy
services (C & D), integrate inspection generated work, and provide work
status.

Modification Control. Provides for control by aircraft and by modifica-
tion. Allows planning of modifications to be accomplished during a
service.

A/C Reliability. Sums up reliability, by aircraft, for monthly fleet
reporting.

Warranty Control. Allows the determination of warranty status and
provides information for supplier material cost guarantee programs.

Powerplant/Component/Support Shop Functions

Powerplant Forecasting. Provides a 2 month to 2 year forecast of
powerplant needs based on A/C requirements.

Component Forecasting. Similar to powerplant forecasting function.

Workshop Forecasting. Provides a 2 month to 2 year forecast of compo-
nent requirements, by workshop, based on A/C schedule changes and
reliability forecasts.

Powerplant Scheduling. Provides scheduling functions for powerplants
covering a 2 to 60 day period indicating required powerplants, mainten-
ance units, components, assemblies, and parts based on reliability and
A/C schedules.

Component Scheduling. Comparable to powerplant scheduling above, for
components.

Workshop Scheduling. Prioritizes workshop schedules for components
based on the most critical aircraft needs so that components shops are
working on what is most required.
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AIRCRAFT DIRECT MAINTENANCE FUNCTIONS (2 OF 2)

REAL
TIME
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Work Order Generation. Generates on-line work packages that provide
complete service instructions.

Support/Service Shop Load Control. Anticipates the magnitude of the
Toad on various machine types, or areas, based on A/C requirements.

Powerplant Tracking/Status. Provides configuration control for power-
plants on the A/C comparable and integrated with A/C configuration.

Component Tracking/Status. Comparable to powerplant tracking/status
above for components.

Note that there are functions comparable to those in the aircraft area
for modifications, warranty and reliability functions.

Material and Logistics Functions (1 of 2)

Parts Identification. This function provides the ability for senior
production personnel to identify required components and expendables by
part number., A key function is to provide alternate interchangeable
part numbers.

Parts Requisition. Companion function to parts identification which
alTows production personnel to automatically order parts.

Expendables Inventory Status. Provides status function for expendable
items by measure rather than by item.

Expendables Consumption (History). Records the issue rate and in turn
provides consumption data for planning and purchasing.

Parts Requirements Forecasting. Similar to other forecasting functions
covering 2 months to a 2 year period and pertaining primarily to
expendables.

Overstock Control. Recognizes overstock situations and provides the
basis for surplus sales activities.

Understock Control. Recognizes stockouts and provides the basis for
supply level management.

Warranty Management. Provides warranty management control for defective
items which are still within the warranty period and guaranteed by the
vendor,
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POWERPLANT/COMPONENT/SUPPORT SHOP FUNCTIONS
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MATERIAL AND LOGISTICS FUNCTIONS (1 OF 2)
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Material and Logistics Functions (2 of 2)

Vendor Control. Keeps track of vendor performance and other critical
information required to support purchasing functions.

Purchasing/Ordering. Provides for automatic ordering and generation of
purchase orders for certain categories of material. May also have over-
ride features to enhance control.

Receiving/Inspection. Provides a convenient method of logging-in re-
ceived inventory, recording irregularities/short-shipments, beginning
status and proof-of-receipt for invoice payment.

Customs Control. Manipulates the shipping and receiving data pertaining
to rotables and expendables material so that it is suitable for customs
inspection/control.

Shipping Control. Provides shipping data (method, rates, etc.) and
tracking information to line stations/vendors.

Line Station Functions. Consideration should be given to real-time
tracking of rotables and expendables material issued to line stations.

Material Accounting. Supports accounting functions by listing appropri-
ate inventory as capital items (rotables) and expense items (expenda-
bles). Supports perpetual inventory audit.

Spares Provisioning. Provides formula approaches for developing initial
support requirements.

Personnel Functions

Personnel Skill Requirements. Provides a forecast of Tabor requirements
based upon aircraft and shop forecasted workloads and historical labor
task performance.

Current Personnel Status. Indicates scope of present labor force and
near-term availabilities. Can be compared with requirements above.

Labor Reporting. Collects Tabor statistics by job, during a shift rota-
tion. Produces various management reports concerning productivity,
human behavior and overtime status.

Labor Analysis. Analyzes labor expenditures against standards and
provides labor productivity information.

Job Costing. Produces total maintenance manpower costs by job function.
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MATERIAL AND LOGISTICS FUNCTIONS (2 OF 2)
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PERSONNEL FUNCTIONS
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Facility Functions

Facility Status. Provides the location, condition, and as-
signment of high cost items (payloaders, stands, etc.) which
are usually in short supply.

Facility Planning/Scheduling. Provides support for service
scheduling and permits a "reservation" function.

Ground Support Equipment. An extensive function in its own
right which contains the status, planning and control compo-
nents described previously.

Container Tracking. Another form of facility for those in-
volved in cargo activities which also has status, planning,
and control functions,

Management and Financial Functions

Material Costs Analysis. Collects rotables anc expendables
material costs by A/C type, by service, and by part number,
for cost comparisons.

Personnel Costs Analysis. Collects personnel costs by
skill, by A/C type, by service, for cost analysis and com-
parisons.

Facility/Overhead Costs Analysis. Collects facility costs
and provides an analytical figure for monthly cost analysis
and overhead costs as a basis for allocating overheads.

Maintenance Costs Analysis. Analyzes total costs based on
labor and material costs by A/C type, A/C tail number, ser-
vice, ATA chapter, etc. Supports third party billing pro-
cedures.
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FACILITY FUNCTIONS
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Implementation Steps and Summary

This paper has presented over fifty different maintenance
information system functions in six major categories. Each
of these functions can be cost effective under the proper
circumstances. It is extremely important to appreciate the
scope of capabilities in order to select those that are re-
quired in your organization.

Figure 11 1lists six implementation steps. Master planning
is extremely important to prevent major revisions to systems
every few years. Each and every effort should start with a
feasibility study so that management knows what it is in
for. The last step is one we don't spend enough time with
and that is system critique. Does the system/module do the
job it was designed for and can/should we make it perform
better?

Maintenance Information Systems are not a panacea. However,
more extensive use of MIS in the maintenance world does of-
fer the opportunity of holding maintenance costs stable in
an inflating environment. Effective use of MIS also offers
cost efficiency that may not be achievable any other way.
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FATLURE MECHANISM AND CAUSE ANALYSIS OF STRUCTURES: A PARADIGM FOR
THE ANALYSIS OF FAILURES OR POTENTIAL FAILURES

L. E. Sloter
Vought Corporation
P.0. Box 226144
Dallas, Texas 75266

W. R. Shawver
Vought Corporation

- P.0. Box 225907
Dallas, Texas 75265

D. J. White
Vought Corporation
P.0. Box 225907
Dallas, Texas 75265

A novel heuristic failure analysis procedure that incorporates multi-
disciplinary considerations within a constructive framework to aid in
the analysis of actual engineering failures or the failure potential
of structures is described and discussed. The Failure Mechanism and
Cause Analysis (FMCA) procedure disassembles a failure process into
its component parts such that the overall process may be analyzed more
easily. From such a breakdown the sources or causes of an actual
failure may be more effectively determined or the most probable poten-
tial failure processes identified. Once an overall failure process,
either actual or potential, has been defined and understood, remedial
or preventive action may be taken more effectively. Such action may
include redesiagn, stricter quality control, a maintenance task, or a
combination of these thinas.

Key Words: Enaineering failure mode; failure:; failure analysis: Fail-
ure Modes and Effects Analysis: maintenance (inspection) interval

1.0 INTRODUCTION

The failure analysis procedure reported herein was developed during
the execution of a program that had been designed to create a methodo-
logy for the determination of structural maintenance intervals for
U.S. Navy aircraft on the basis of calculated safety-of-flight risk
criteria. In particular, the overall methodology had heen required to
realistically address the complete process of structural degradation
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and to provide a quantitative rationale for structural maintenance in-
tervals based on a statistical analysis of failure mechanisms, failure
rates, and inspection capabilities.

1.1 METHODOLOGY OVERVIEW

The method, in order to be as comprehensive as possible, models the
entire process that an aircraft item would see in its lifetime, that
is from desian through manufacturing to flight operations and inspec-
tions. The method allows for the use of the latest state-of-the-art
analytical technigues where possible and proposes new or modified
techniques where necessary. The basic methodology for determinina
maintenance intervals is illustrated in flowchart form in Figure 1.
It consists of two major analytical sections that are effected after
those critical items requiring analysis are identified. These sec-
tions are briefly the following:

(1) Damaage Identification - Analyze potential failure processes
for each item, paying particular attention to corrosion and crack,
especially fatique-crack, initiation.

(2) Damage Rate Analysis - Conduct probabilistic damage rate
analyses for both corrosion and fatique using appropriate load spectra
and environments. Two calculational sections are applied following
the kinetic analysis as follows:

(a) Assess Risk - Predict failure probabilities from the
joint probability density function of critical crack sizes and pre-
dicted crack growth.

(b) Schedule Maintenance - Determine maintenance intervals
considering non-destructive inspection capabilities and safety
(risk). Recalculate failure probabilites in 1light of the scheduled
maintenance and repair and redetermine intervals if necessary.

The methodology thus consists of two primary analytical activites -
the Failure Mechanism and Cause Analysis (FMCA) and the Damage Rate
Analysis (DRA). The former technique is a logical framework developed
in order to provide a definitive procedure for analyzing the failure
potential of items and a means for reporting the results of such an
analysis. It should be considered as a definitive means whereby an
analyst may perform an analysis of the potential failure process to
which an item may be susceptible, divide that process into analyzable
components, and convey the analytical results for purposes of decision
making or further kinetic analysis. The kinetic analysis developed
for this purpose is the Damage Rate Analysis procedure incorporated in
the overall structural maintenance methodology. The details of the
DRA as well as an example of the overall implementation of the struc-
tural maintenance methodology have been reported, by Shawver, et

all. The present discussion is limited to the failure analysis pro-
cedure (FMCA) developed for the methodology.
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FIGURE 1: STRUCTURAL MAINTENANCE INTERVAL METHODOLOGY-SCHEMATIC PROCESS
L
OVERVIEW.

2.0 FAILURE MECHANISM AND CAUSE ANALYSIS

2.1  BACKGROUND

Failure Mechanism and Cause Analysis (FMCA) is a logical framework de-
veloped to assist the designer, failure analyst, maintenance engineer,
or other interested party in the evaluation of the potential failures
inherent in a product design and the paths by which failure could oc-
cur or in the evaluation of the possible causes of a particuTar fail-
ure under analysis.

2.2 ORIGIN

Failure Mechanism and Cause Analysis has its origins in the general
techniqugs OI Preliminary Hazards Ana]ysisz; Failure Mode and Effect
Ana]ygii »3, ; Failure Modes, Effects, and Criticality Analy-
siss3, s Decision Tree Analysis®; and Maintenance Plan Analy-

sis?sY as well as the aeneral engineering disciplines of failure
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analysis and risk analysis. Although the FMCA technique is derived
from these other areas and bears a strong resemblance to them in
parts, its purpose, uses, and procedures are sufficiently distinct
that it is uniquely named and should be considered to be a unique and
individual analysis technique.

2.3 FMCA AND FMEA

The principal difference between the Failure Mechanism and Cause Ana-
lysis (FMCA) and the classical Failure Mode and Effect Analysis (FMEA)
js that the latter mainly examines functional failure modes while the
former examines essentially engineering failure modes (Fiqure 2). It
cannot be emphasized too stronaly that functional and engineering
failure modes are distinctly different, albeit related things. FMEA's
usually begin with the functional failure mode and examine its effect
on system operation. FMCA's begin with the engineering failure mode
responsible for the functional failure and examine the failure mechan-
jsms and sources which had led to or caused the occurrence of the eng-
ineering failure mode for purposes of preventing the failure from re-
curring. The FMCA may also begin with the failure mechanisms and
sources and examine the potential for the occurrence of an engineering
failure mode for purposes of desianing or maintaining against the oc-
currence of the failure. In either case, actual engineering failure
mode or potential engineering failure mode, the FMCA may also consider
the failure effect or effects of the identified failure. In summary,
then, the FMCA is an engineering analysis. The FMEA, on the other
hand, is principally a systems approach to failure and failure ef-
fect. Generally, beainninag with a functional failure mode, the FMEA
examines the effect of that failure on system reliability or effec-
tiveness for the purpose of minimizing the consequences of failure
through fail-safe desiagn, redundant design, or failure tolerant de-
sign. The FMEA and its more aeneral progenitor, the Preliminary
Hazards Analysis, are principally systems analysis and design techni-
ques, not engineering failure analysis tools.

3.0 FAILURE MECHANISM AND CAUSE ANALYSIS METHODS
3.1 PURPOSE

Failure analysis encompasses a variety of systematic and logical
methods and procedures which may be applied to failures which have oc-
curred in testing or in service or which potentijally may occur. A
hypothetical failure analysis may also be performed by a designer or
other person to discern potential weaknesses or failure possibilities
in a design. Most often, however, failure analyses are undertaken
following an actual failure, although the failure may have occurred in
testing and not in actual service.
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3.2 GOALS

In aeneral, it is good practice to explicitly state the purpose or
goal of the analysis initially so that misunderstandings are avoided
and the proper analyst for the specific job is chosen. The goals of a
" failure analyst or the purposes of an individual failure analysis are
not always the same or even compatible. Some failure analyses are
conducted in order to determine a fix which will prevent a similar
failure from occurring. Such a fix may be a design change, material
substitution or modification, a change in environment, or some other
alteration. Other failure analyses are performed in order to deter-
mine the cause of failure or the most basic action, event, mechanism,
or source without which there would have been no failure. Analogous
to this agoal may be an interest on the part of the failure analyst to
understand the fundamentals of a failure process. Finally, a failure
analysis may be conducted primarily for the purpose of assessing re-
sponsibility or blame for a failure. This responsibility may be laid
upon the designer, the manufacturer, the repairer, the user, some
other party, or any combination of these persons. In order to assess
blame in such an analysis, cause must usually be determined such that
some party, the responsible party, had control of or could have pre-
vented the cause. Often these failure analysis goals lead to incom-
patibility among the opinions and conclusions of the analysts.
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3.3  THE ANALYST

In addition to variability in analysis qoals, various persons may be
assigned the task of performing a failure analysis. The analyst may
be an inspector or repairman who discoveres an unusual circumstance
and performs a brief failure analysis to determine if the occurrence
should be reported, more closely inspected, repaired, or ignored. A
maintenance enaineer may often act as failure analyst in order to de-
termine if a maintenance task may be effective in preventing or post-
poning failure. On occasion, failures of sufficient importance or
maagnitude will occasion the services of professional failure ana-
lysts. Such persons will often be mechanical or structural engineers,
materials enaineers, specific product engineers, other engineering
specialists, or teams of such individuals. In any given instance of
failure, a decision must be made at the beginning with respect to the
necessary level of the analysis and the personnel required. Such a
decision will set the goals of the analysis and aenerally the depth to
which it will be conducted. Of course, during the analysis process,
the analysis may be expanded or Timited in order to efficiently meet
changing goals or react to additional information.

In general, it should be noted that failure analyses are usually con-
ducted under the auspices of someone other than the failure analyst
himself. This responsible authority will aenerally decide that an
analysis will be performed, who will perform it, and what the level or
depth of the analysis will be, This authority should become suffi-
ciently familiar with the failure, the technigues of failure analysis,
and the potential causes of failure so that he can effectively make
the necessary decisions.

3.4  TECHNIQUES

The specific experimental and analytical techniques employed in fail-
ure analysis are potentially and virtually all the experimental tech-
niques employed in engineering and science in the broadest sense. The
lanqguage of failure analysis includes terms from most engineering dis-
ciplines as well as terms specific to itself. For these reasons, no
brief discussion can effectively document or cover the "fields" of
failure and failure analysis. These areas, therefore, must be broken
up into concisely explicable parts.

The followina sections present a discussion of a logical technique
which can aid the failure analyst in the examination of a failure by
presenting him with a framework wherein failure potentialities may be
discerned or placed. Furthermore, this framework or Failure Mechan-
isms and Cause Analysis may aid the designer in detecting specific,
potential failure processes in items. In this respect the FMCA is
complementary to a Failure Mode and Effect Analysis which may also be
specified in the design staae of an item. Finally, the FMCA is used
to disassemble a failure process into analyzable parts such that Dam-
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age Rate Analysis may be applied in order to predict failure or define
the risk of fajlure with time.

3.5 FMCA METHODOLOGY

The path which Jeads to failure is often a very twisted and non-direct
one made up of unltikely events, unconsidered driving forces, and in-
teractive occurrences. When only the cause of failure is to be deter-
mined, then it is only necessary to examine the specific chain of
events which could lead to an individual failure. When a failure is
to be more fully analyzed, however, these individual events must be
sorted and defined for individual analysis and interactions must be
considered. Such an analysis may be termed a "Potential Failure
Analysis” and is outlined as follows using the Failure Mechanism and
Cause Analysis terminology (also See Fiqure 3):

FMCA: POTENTIAL FAILURE ANALYSIS OUTLINE

I. Identify and carefully describe the item to be analyzed.
A. Describe the function of.the item.
B. Describe the physical characteristics of the item.
IT1. Identify and describe the intended environment in which the item
is to be used and the time or time related parameter associated with
the environment.
A.  Include.
1. Physical environment.
2. Mechanical environment.
3. Chemical environment.

4, Functional environment.

B. Evaluate the probability of changes or additions to the use
environment and possible environmental interactions with other items.

ITI. Identify and list the potential primary engineering failure
modes to which the items may be susceptible.

A. Examples.

1. A structural itemmay be susceptible to fracture.

2. A rotating item may be susceptible to seizure and
fracture.
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3. A semiconductor device may be susceptible to fracture
(of leads or case) and to thermal failure.

B. Estimate the level of severity of each engineering failure
mode,

Iv. Identify and list the drivina forces to which the item is sub-
jected in its environment.

V. Identify and 1ist the failure mechanisms and sub-mechanisms
which could lead to a qiven engineering failure mode in the use en-
vironment under the identified drivinag forces.

A. Determine the probable failure mechanisms and
sub-mechanisms.

VI. List the failure sources and sub-sources which could lead to the
probable failure mechanisms or to the engineering failure mode.

A. Determine the probable failure sources and sub-sources.

VII. Determine the most probable cause(s) of failure for each engi-
neering failure mode.

VIII. Estimate the overall probability of each enaineering failure
mode.

IX. Determine if secondary enaineering failure modes are possible
and if their severity requires further analysis.

A. If such analysis is required, repeat steps III through VIII
for the secondary engineering failure modes.

X. Determine the necessary actions required to prevent those engi-
neering failure modes which are intolerable.

In the performance of the above failure analysis scheme, the construc-
tion of a failure tree may be of use. Such a construction also may be
of use in presenting in a araphical format the results of a potential
failure analysis. The failure tree itself is a araphical construc-
tion, similar to a decision treeZs5 that illustrates failure mechan-
isms, sub-mechanisms, sources, sub-sources, and their relationship to
one another. Drivina forces may be shown below failure mechanisms and
sub-mechanisms and other notations may be contained on the tree. Al-
thouah the discussion of the analysis methods contained herein begins
or ends with an identified engineering failure mode not a failure ef-
fect, the logical completion of a potential failure analysis will of-
ten reguire consideration of failure effects. Nevertheless, in this
regard, it often may be preferable to consider the functional failure
mode which corresponds to an engineering failure mode and perform a
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FIGURE 3: FMCA POTENTIAL FAILURE ANALYSIS QUTLINE.

Failure Mode and Effect Analysis in order to determine the failure ef-
fect. It will often prove necessary and difficult to analyze the re-
lationshin of enaineerina failure modes and a failure effect in order
to determine the level of each engineering failure mode or potential
engineering failure mode. When functional failure modes and effects
are most important to the analysis, then the sugaested analysis tech-
nique would be Failure Mode and Effect Analysis. Also see Fiqure 4.

In addition to the performance of a potential failure analysis, the
FMCA methodology is amenable to the performance of a failure analysis
of an item that has actually failed in service. It may aid the
analyst in logically and systematically disassembling the failure
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process into its most probable parts. When only the cause of failure
is to be determined, then it is only necessary to examine the specific
chain of events which led to an individual failure. When a failure is
to be more fully analyzed, however, these individual events must be
sorted and defined for individual analysis and interactions must be
considered. The following, then, is an outline of a failure analysis
within the overall framework of Failure Mechanism and Cause Analysis
(also see Fiqure 5):

FMCA: FAILURE ANALYSIS OUTLINE

I. Examine the overall failure.
A. Examine the failed item.
B. Examine the history of the failed item.
C. Determine the designed and actual environment of item use.
I1. Identify the engineering failure mode(s).
A. Examples.
1. Fracture.
2. Seizure.
3. Elastic failure.
4. Plastic failure.
5. Thermal failure.
I11. Identify the potential failure mechanisms, sub-mechanisms, and
ggégzg?’forces which could lead to the identified engineering failure

A. Estimate the probability of each failure mechanism and sub-
mechanism,

B. Identify the probable failure mechanisms and driving forces.

IV. Identify the potential failure sources and sub-sources.

A. Estimate the probability of each failure source and
sub-source.

B. Identifyv the probable failure sources and sub-sources.
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V. Determine the severity of the engineering failure mode(s).

VI. Determine the most probable mechanisms, sub-mechanisms, sources,
and sub-sources, as well as the most probable driving forces which
could lead to the identified engineering failure mode(s).

A. From the above information determine the most probable
failure process(es).

VII. Estimate the probability of the engineering failure mode(s) and
the functional failure mode.

VIII. Determine the level of the engineering failure mode(s).
A. Primary failures.
B. Secondary failures.

IX. Determine the cause(s) of failure.

A. Primary failures will have mechanisms or sources as
causes. Sub-mechanisms and sub-sources may, of course, also be causes.

B. Secondary failures will have a primary failure as a cause.

X. Determine if the enaineering failure modes are generic or speci-
fic.

A. Examples.
1. Primary fatique failures are usually generic.

2. A seizure caused by a unique instance in which lubri-
cation was not performed is a specific failure.

3. A seizure caused by the failure of a specified lubri-
cant is a generic failure.

4. The plastic fajlure of a link caused by a wheels-up
landing is a specific failure. ‘

XI. If the analysis calls for it, assess various methods for pre-
venting the same or similar engineerina failure modes in the future.

A. Often secondary failures will require no action, since they
may be prevented by preventing the primary failure. Of course, a more
reliable system may result if a modification is made to independently
prevent a secondary failure.

B. The above often also may apply to specific failures.
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C. Modifications which may be made to prevent failures include
modifications in:

1. Desian,

2. Material,

3. Maintenance, and
4, Manufacture.

D. Recommendations for failure prevention should be accom-
plished by sufficient analysis and justification to show the efficacy
of the proposed change.

A partial failure tree constructed to illustrate the technique for the
structural failure of aircraft by fracture is illustrated in an adden-
dum. This failure tree is not intended to be rigorously complete or
definitive, but rather to be sufficiently detailed and inclusive so
that the requisite parts of the failure tree are illustrated. In add-
ition, the tree has been constructed such that it may be used as an
example both overall for other failure trees and in detail for struc-
tural fatique fractures. An attempt has been made to be as techni-
cally correct and precise as is possible in the construction of a
general failure tree.

4.0 SUMMARY

The performance of failure analysis - either of jtems that have failed
in service or for the purpose of determining the ways an item could
fail in service - is an intearal part of both product performance and
safety analysis as well as product design and redesign. Although each
product and each product failure are unique, there are many facets of
commonality respectively among them. 1In particular, the inductive or
deductive sequence of a failure analysis or poential failure analysis
is not greatly product or event specific. Many considerations, such
as usaae environment and careful item description including secondary
functions, should be included in any failure analysis of a product.
Finally, due to the fact that failure analyses are performed by multi-
disciplinary means, it is extremely important that precise lanquage be
used to describe failure or potential failure and to convey the infor-
mation and conclusions obtained during the analysis. This may require
an almost forensic attention to the semantic details of a failure ana-
1ysis report.

The procedures presented herein are intended to aid in the conducting

and reporting of a failure analysis and have been devised to achieve
the above analytical requirements. In addition, the FMCA methodology
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js intended to be an inteqral part of a larger methodology that ex-
amines the kinetics of identified failure processes such that an esti-
mate may be made of failure probabilities for purposes of lifetime

estimation or maintenance schedulina,
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ADDENDUM: FAILURE MECHANISM AND CAUSE ANALYSIS-FAILURE TREE
KEY

P Analytical Aspects of Failure Mechanisms

1. Deterministic

2. Probabilistic

3. Potentially either deterministic or probabilistic
Q Analytical Aspects of Failure Sources

1. Deterministic

2. Probabilistic

3. Potentially either deterministic or probabilistic
1 Locations at which Inspection May Alter or Arrest Path or Process

D Locations at which Design May Have a Beneficial Effect
1.  Structural design

2. Material selection or design

M Location at which Fabrication May Have an Effect (Fabrication
Refers to Assembly and any Reassembly)

R Locations at which Maintenance May have a Beneficial Effect
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FATLURE MECHANISM AND CAUSE ANALYSIS:
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MECHANICAL SYSTEMS INTEGRITY MANAGEMENT

Robert L. Kincaid
Spectron Caribe, Inc.
Caparra Heights, Puerto Rico 00921

William S. Kincaid
Spectron Caribe, Inc.
Caparra Heights, Puerto Rico 00921

Abstract: As mechanical systems have become more sophisti-
cated and dependence upon them more absolute, increasingly
complex problems have been generated for both maintenance
and management. Maintenance of these systems no longer can
be treated as an isolated technical activity, but must be a
vital, integral part of the entire industrial management
function. Modern analytical techniques are available for
determining mechanical and lubricant integrity. When this
information is organized and systematized into a program
for the management of maintenance, it can provide constantly
updated information as to required maintenance action as
well as benchmarks against which to measure the effective-
ness of maintenance operations, establish trends and evalu-
ations for projections to the future, and provide an almost
unlimited source of management information as related to
the mechanical systems monitored.

- Key words: Atomic emission spectroscopy; cost-effective;
data processing; infrared spectrophotometry; integrated
reporting system; maintenance management; mechanical and
lubricant integrity; MIR (multiple internal reflectance);
on-condition maintenance; oscillation viscometry.

We live in an age of technology explosion. Our society is
dependent upon mechanization: the mechanization of in-
dustry, transportation, construction, power generation,
agriculture, natural resource extraction and processing,
and national defense.

The increasing sophistication of mechanical systems has
been accompanied by an increase in the complexity of prob-
lems faced in maintenance management. Each piece of equip-
ment today represents a greater part of total productive
capacity than ever before. As a consequence, repair and
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down-time costs have soared. These costs are further mag-
nified by the shortage of adequately trained mechanics and
technicians, the time and distance involved in obtaining
repair parts, and in many cases the problem of securing
foreign exchange for purchase of parts and service.

Industry can no longer afford outdated maintenance programs.
Today's problems are forcing the management of maintenance

into its proper perspective. Maintenance cannot be treated
as an isolated technical activity, but must become a vital,
integral part of the entire industrial management function.

The responsibility of management is to promote the greatest
efficiency of operations possible, and a maintenance program
must therefore be judged according to the following cri-
teria:

For maintenance efficiency, it must reduce break-
downs and unnecessary repairs.

For operations efficiency, it must improve the
availability and reliability of production
equipment.

For fiscal efficiency, it must reduce expendi-
tures and provide cost effectiveness.

As a discipline, maintenance management has lagged far
behind the pace of modern industrial technology, and a
major reason for this has been the lack of timely and
appropriate information with which to manage. When exact
knowledge of mechanical condition is available, neither
time, money nor effort need be expended in unnecessary
maintenance activity, and these assets can be concentrated
exclusively where the need exists. This is the fundamental
concept of on-condition maintenance.

Since 1961, the efforts of SPECTRON CARIBE, INC. have
focused on the development of programs to bridge the gap
between current technology and maintenance management. We
refer to these programs as Mechanical Systems Integrity
Management. They are based on continuous monitoring of
equipment condition and generate the information needed for
effective on-condition maintenance.

The mechanical integrity of a lubricated system is both
reflected in and influenced by its lubricant. Monitoring
a lubricant can therefore reveal a system's condition.
Spectron has applied advanced analytical techniques to
accomplish this.
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A Baird Corpé)ration model FAS 1l atomic emission spéctrometer interfaced to a Hewlett-Packard 9825
minicomputer. The H-P 9825 is used here as a data logger, recording analytical results on tape cartridges. These
are in turn played through a central processing unit which updates the appropriate equipment files on a client’s
floppy disc.
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.

A Wilks Model 80 infrared spectrophotometer with MIR (muftiple internal reflectance) sensing he‘ad. An H-P 9825
is interfaced to the instrument for use as a data logger and program controller. Oil samples are poured onthe MIR
for analysis, thereby eliminating the need for special sample preparation.
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A Nametre Oscillation Viscometer

No sample preparation is required. The viscosity reading, sample temperature, and lubricant’'s parameters are
used by a computer program to compute the equivalent centistokes at 40°C and 210°F.




A system's moving components are comprised of different
metals and alloys, which are deposited as submicroscopic
wear particles in the o0il circulating around them. Abnormal
wear conditions result in abnormal concentrations of these
metals, which, through atomic emission spectroscopy, can be
detected and measured far enough in advance of component
failure that corrective action can be taken.

Infrared spectrophotometry, another modern and highly
effective analytical technique, determines the chemical
composition and contamination level of a used oil by direct
comparison with the new o0il. This qualitative/quantitative
analysis of the differences allows a lubricant to remain in
use until it is no longer in "like-new" condition.

Common problems revealed by these analyses are: contamina-
tion of lubricants with dirt, fuel, water, and entrained
~gases; degradation through nitration, additive depletion,
and oxidation-polymerization; and abnormal equipment wear.

Conventional maintenance scheduling is based strictly on
accunmulated operating time. As manufacturers have no con-
trol over the conditions to which their equipment is sub-
jected, their service interval recommendations tend to be
very conservative. This unavoidably results in over-
maintenance. In contrast, a monitoring program is able to
distinguish between equipment which genuinely requires
attention and that which does not, and allows equipment

and lubricants to safely remain in operation until a need
for service is identified. The potential savings resulting
from on-condition maintenance are enormous. The average
extension of useful lubricant life is generally sufficient
in itself to make a complete monitoring program cost-effec-
tive.

The full benefit of a monitoring program can only be
realized when the informatjion it generates. is properly
organized and applied. Spectron offers an integrated
reporting system which provides a client information at
three levels: individual unit reports communicate problems
and corrective action to shop personnel; sample batch
reports summarize results for maintenance supervisors and
focus administrative attention; monthly reports evaluate
aggregate equipment condition and trends for management.

Individual unit reports combine analytical results and
history to indicate mechanical conditions. Specific main-
tenance recommendations are furnished where problems are
detected, and the equipment is classified as being either
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MONITORING PROGRAM SAVINGS

s324 - _
302 L. - 1]
/ 73
s281 L - =
s259 | | 7epeer—T]
- $238 /4 ! ot
£ s // ] S e ot
7 &
é $194 / e P =1
g 173 AA — o
-
s151 S voaa
§ si30 P - scpen] | | |
é . [ f P catlt
% .
£ osee // PCCLMUMLATED HILES HER [YEAR
565
$4a
$22
169% 280% 30B% 400% 5E0% 8Mex 700X 6PeX 98X

NET INTERVAL EXTENSION

PARAMETERS FOR DADE CO. MTA COACH ENGIMES{|

OIL CHANGE COST= $40

ORIGINAL OIL CHANGE INTERVAL= 6068 MILES
CHARGE PER OIL SAMPLE= $i2

SAMPLING INTERVAL= 6608 MILES

This plot projects the annual savings possible through
extension of service intervals. In the case shown, it
can be seen that an extension of only 40% makes the
program cost-effective. Projected yearly savings are
displayed on these curves as a function of net service
interval extension. Each curve represents the savings
associated with a particular rate of equipment usage.
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critical (in need of immediate attention), borderline
(highlighted for closer scrutiny or minor corrective
action), or normal.

Batch reports summarize the results of each batch of
samples. As well, they provide the maintenance manager
with an update of equipment status, required maintenance
action, and equipment due for sampling.

Monthly evaluations provide a management-oriented overview
of equipment condition and program control, emphasizing
trends and identifying problem areas.

The information generated by Mechanical Systems Integrity
Management can serve as a basis for a wide variety of
special studies as well, such as comparative evaluations
of equipment, lubricants, components, and maintenance and
operational procedures.

The storage of all data on discs makes it available for special studies, comparisons and statistics.
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The central processing unit is composed of a Hewlett-
Packard 9825 minicomputer with perpheral disc drives
and printer. All reports are generated by this unit with
the exception of the graphics in the Monthly Evaluation
Report which are generated by a Hewlett-Packard 9845

Modern analytical tools and data processing can provide the
information vital to successful maintenance management. By
monitoring equipment condition, problems are detected be-
fore they develop, and the role of maintenance becomes pre-
ventive rather than remedial. Disassembly repairs shrink
to a small fraction of total maintenance effort, being re-
placed by minor action to correct abnormalities before they
can cause mechanical damage. To put this in perspective,
Spectron's experience is that while as many as 20% of all
samples analyzed reveal abnormalities requiring minor
corrective action, less than 1% of all monitored components
require disassembly inspections and repair. On-condition
maintenance, through Mechanical Systems Integrity Manage-
ment, makes the best possible use of available resources.

And thus, the modern technology explosion comes full-circle.
It has created new and sophisticated problems for industrial
management, and yet has also provided the means not only of
resolving those very problems, but of establishing a sound
basis for technology management.

69



0L

Monthiy
Evaluation
Report

LLL I R o]
;

;
y Disk Drives

viscometer J ]

Spectrometer '

i

Data Loggers I

Report

Unit Condition
Report

\-i-eEiitifata) KMW/ sisss) | ®
I Batch Summary
0 0]

Cartridge

As samples are analyzed, datais recorded on tape cartridges, which are later read by a central processing unit. The
data is then filed in equipment files contained on a client’s disc. The computer interprets and evaluates this data to
produce individual Unit Condition Reports, Batch Reports, and Monthly Evaluation Reports.



FIELD NCNITCRING CF NC-MACHINES -
A 3Y3TEN APPRCACH

K-E Johansson
Linkoping Institute of Technology
%P, 3-581 83 Link6ping, Sweden

Abstract: In 3weden unmanned factories have become a
reality. Condition monitoring (Cl) of NC-machines becomes a
vital concern in this type of factory and it is important
that the monitoring system be integrated into the normal
maintenance system of a factory. This paper addresses the
following points:

¢ Jhich machine components need Ck

¢ uWhich system should be used for Cli

@ Design of alarm systems both for a single machine
and for an entire factory

The investigations which have been carried out show that
each machine is unique with regard to its specific alarm
limits, set-points, etc. The measurements used in condition
monitoring are not necessarily absolute since interest is
focused on the changes that occur over a life span. When
monitoring an entire factory one should avoid building the
system around one centralized master computer since each
machine must be accessible to separate monitoring inde-
pendent of a central computer.

Key words: Administrative system for maintenance; automatic
condition monitoring; condition monitoring module; micro-
computer.

GENERAL ARCUT THE MAINTENANCE FUNCTICN
How NMaintenance Work is Done Today in the Mechanical Industty

In most mechanical industries the major emphasis has been
on corrective maintenance rather than preventive mainte-
nance. It is only during the last three or four years that
preventive maintenance has noticeably increased.

Data processing systems, which are used by many companies,
are only used for following the costs of the maintenance
department. In Sweden the cost for industrial equipment
maintenance is about 50% of the yearly new investment volume.

71



Administrative systems for maintenance with rond lists and
different follow-up systems are increasing in use. There is
no special way to organize the maintenance department which
is found to he the best solution. Eoth centralized and
decentralized maintenance ard a mixture of both are used
with varying degrees of success.

Different Faults and Their Distribution
The predominant failure mode is wear, but there can be many
other reasons such as: operator mistake, wrong voltage
from the line, etc. (ne can classify the faults into
different groups along with the repair time and time for
trouble shooting (table 1).

Table 1

Type of system Trouble shooting time Repair time

El. Zlectronic - 90% 10%
faults Electrical 607 Lo%
Yech. Hydraulic 20% 80%
faults fechanical 10% 90%

From table 1, it can be seen that mechanical faults take
much more time to repair, but are easier to locate than the
electrical faults.

A typical machine in the mechanical industry is an NC-Lathe
and if we are looking at the frequency distribution of the
length of the failure we will have the following figure.

- I
= 1507
« ” % OF THE FAILUR.=385=100%
== -
3 10—
<
m —
0 'llll A4 A llr‘r—r——r—\'-r-r-
-5 10 15 20 25 30 35 40

LENGTH OF THE FAILURES (h)

Fig. 1. Frequenéy distribution of the length of failures for
a NC-Lathe

72




The total time for repair is almost the same for mechanical
and electrical faults, but electrical faulte predominate.

In fig. 1, almost all faults with a length of more than 5
hours are mechanical faults. ‘

Administrative System for Maintenance

In many plants administrative systems are used to get a

better follow-up of maintenance costs. Tf the maintenance
people need to have a better follow-up system they must have
" their own "maintenance computer." It is true that the cost

is a very important parameter, but there are many other
important parameters such as ¥TTR (Mean Time To Repair) and
¥YIBEF (Mean Time Retween Failure).

Wwhen the company is going to buy new equipment it is of
great importance for the maintenance people to be able to
influenice the gelection. This influence can easily be
applied if they have the right statistics from the adminis-
trative system.

REQUIREVENT SPECIFICATICH FCR Ci CF A NC-WACHINE
The following demands should be met by a system which
performs C¥ of a NC-machine:

The Ci-system should be baged on a real time method.

The system must have high reliability.

The system must be able to gilve early warning of incipient
failure, thus permitting service action to be taken when
no production is planned.

When a breakdown has occurred, the system should be able
to rapidly identify and locate the failure.-

The alarms must be graded into different levels depending
on the nature of the breakdown. WwWhen an alarm is urgent
the machine must be stopped by the system.

The alarms should be easily recognized by the operator as
well as by the maintenance personnel.

The C¥-system should be set up in such a manner that it is
possible to connect it to a master-computer.

In addition to the above points which apply to a single
machine the following additional demands in C¥ of a group of
machines must be met:
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Alarms should be displayed at the machine as well as at a
central maintenance department.

Zvery separate Cll-system monitoring a particular machine
rust function independently of the others.

The central system for collecting data should not influence
the separate Cll-systems.

The error messages which are obtained must be stored in

the gystem so that a malfunction can be corrected when
maintenance personnel are available.

GENZERAL DESCRIPTICH CF THE MAINTENANCE SYSTEWM
WHERZ A MICRCCCMPUTER IS USED

The total maintenance system consists of two parts:

a) Automatic Condition Monitoring System (ACNS)

L) Administrative system.

Yoet of the work in this project has been part a), but later
on, part b) will be more thoroughly analyzed. The mainte-
nance department is often one of many sub-departments in the
total organization with communications in all directions.

Tn order to bhuild up an effective maintenance system one
must put the maintenarnce department in the center and build
the syster up from this point.

Reasons to Introduce ACHJ

&) Reduce downtime for the machines.
b) MNew machines are getting more complex; therefore they
must have better monitoring.

Production will be unmanned, especially in the night;
therefore there is a need for better condition monitoring.

d) With an effective ACHS the maintenance work will be more
preventive than corrective - this means a more continuous
working load.

e) To influence the rachine manufacturers to design their
machines for proper accesss for the installation of sult-
able transducers.

f) Give better data to the production-planning department.
o) The total machine service life will increase.

@]
g
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How to Build up an ACIS?

To be able to handle all problems in this area it was
necessary to divide the system into different levels as
shown in figure 2. With an ACMS one can stop at level 1 and
2 if one only wants to monitor a single machine. The
systems which are used today are using only one comrputer to
monitor all the machines; this means that level 2 is missing
in these systems.

Level 2 is very important because:

a) If the maintenance computer has a failure, all machines
are unattended if their computer has the direct monitoring
of the machines.

b) If only one machine is monitored with ACIS, it would be
too expensive to use a maintenance computer as shown in
figure 3.

A condition Monitoring lModule (Cli-module) for a C-Lathe is
shown in figure 4.

The following measurements may be of interest:
a) By measuring the current to the feed driver the following
can be noticed:
1) Lubrication is finighed.

2) The slide goes too slow, possibly because a chip
maybe between the slide and the sliding plane.

3) The condition of the motor.

b) Main voltage - this is very important to know before
looking for faults.

¢) Numbere of movements in the Z- and X-slide. By indicating
the number of movements one will have a value of the wear
on the slides. (This is verified by Tekn. lic L-E Nelson,
KTH, 3tockholm).

How a total maintenance system can he applied in a normal
industry can be seen in figure 2.

The integration between an ACKS and an administrative system
for maintenance can be seen in figure 5.
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Fig. 3 Different levels in the maintenance system
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Administrative system - function
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Automatic Condition Fonitoring System a Specification
wl

The automatic condition monitoring system includes all
functions from transducers located on the different machines
to the data processing which is done in the maintenance
computer. The different levels which will occur in the
total system are shown in figures 2 and 3.

Level 1

(n each machine the monitoring is done with analog and
digital transducers which are placed on different parts of
the machine.

A warning unit must also be placed on each machine and the
warning unit must give some sort of signal when any fault
occurs. This alarm signal will give information about where
the fault has occurred so that the machine operator can take
corrective measures. The warning unit must also be supplied
with some form of equipment from which can be read the down-
time and the reason for the break-down. These data will be
used by both the production and the maintenance departiments.

Level 2
Condition monitoring module

From figure 2 it can be seen that the Cl-module can be any
of three different configurations:

. Cl-computer (microcomputer).
. Ci-module is already built into the machine computer.

el ¥4

. \J;u"‘uni t .

L DN

The Cl-module alone must do the monitoring of its respective
machine even if the maintenance-computer should have a break
down.

Continuous condition monitoring specifies that the following
functions must be in the Cl-module.

data-logging of measurement test results from different
transducers, digital and analog.

comparison of actual measurement test results toward a
given 1limit value where both an upper and a lower limit
can exist.

calculation of complex valueg from different measurement
test results, i.e., median value.
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calculation of temp. derivative.
control of visual alarm when malfunction has occurred.
possibility of reading actual value for each analog signal.

possibility, from outside via maintenance-computer, to be
able to control the Cli-module, so that one can control a
certain parameter and transform this measurement test
result to the maintenance-computer for further treatment.

possibility to use AND and CR functions.
Level 3
Maintenance-computer

Cne function of the minicomputer which is placed in the
maintenance department is to work as a data-concentrator in
the automatic condition-monitoring system so that the
maintenance staff has the dlfferent machines under control
at all times.

When there is an alarm that some fault has occurred on a
machine, this will be recorded both on 2 typewriter and on
a viewing screen, both of which are connected to the mini-
computer.

The alarm which is received from the minicomputer normally
includes enough information so that there is no need for
more trouble shooting - preparation of the repair work can
start immediately. w#hen the work is finished acknowledge-
ment must be entered into the respectlve machinets alarm
unit so that the downtime will be registered.

From figure 5 it can be seen how the administrative systenm
for malntenance works -~ it can alsc be seen how the Cli-
system is connected at point a) and supplies data to the
administrative system.

To make the preparation of maintenance work easier, the
administrative system specifies that the planning personnel
have access to the spare parts store, machine - and indivi-
dual register, in real time. These data can be stored in
different ways.

a) Centrally stored in the companies®' databank.

b) Locally stored on a disc storage in the maintenance
department.
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The machine register means, for example, a complete machine
tool; on the other hand, the individual register includes
the different parts, such as, for example, an electrical
motor of a certain manufacturer.

Tevel 4
Databank
A1l data which are not needed for calculations in real time

are stored in 3 central databank. The data which are stored
here are as per the fellowing:

Vachine reg. - data from all machines

Individual reg. - data from machine details

spare part reg. - all spare parte are registered
Tevel 5

Communication with other units in the company

From the maintenance department one needz ccmmunications
with other units in the company and this can be done via the
company's main computer. (ther units in the company some-
times need data from the maintenance department, for example:

2 ) Downtime - production department
b) Repair times - economics department
¢) Reliability - department for buying new machines

DESCRTPTION OF THI MICRCCCMPUTER USED TN CM FCOR A NC-LATHE

The system is built around the microcomputer Intel 8080 and
the configuration is presented in figure 6 below.

[} e
g (@) L.
Trans- —p e © Mini-
NC-Lathe {4 cers L —== ﬁ;??;or computer
. —— @l
5 Alpha LSI
S| = L P
Measure Digital Fig. 6. System
signals signals configuration
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The signals from the transducers on the NC-Lathe are of two
kinds:

a) analog signals
b) on/off signals
The transducer signals are often obscured by noise such as:

thyristor con®rollers on the NC-Lathe (high frequency).
line frequency (50 Hz).

contact-bounces.

different ground potential in the NC-Lathe‘'s and the micro-
computer's grounding system.

The analog signals are electrical voltages with differing
levels from 1 mV - 30 V DC.

The computer only accepts digital signals of the type TTL in
word length of eight bytes. ‘

To be able to handle the signals in the micfocomputer the
signals must be transformed through the interface, and it
must fulfil the following demands.

eliminate high frequency noise and noise from the line.

eliminate contact-bounces.

separate the NC-Lathe's and the microcomputer's grounding
system. :

give suitable signal level for transformation.
give eight bytes TTL-data out.
The interface for ANALCG signals is solved by using a

differential amplifier, analog multiplexer and A/D converter
as can be seen in figure 7.

The address ig given from MY-15 by a plug-ip-card. This
card also calls and itransforms data to a main computer (TTL-
signals).

The interface for the ON/CFF SIGNALS is solved by using
optocouplers and the interface is shown in figure 8.
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The optocoupler gives galvanic isolation between the two

grounding systems (24 V resp 5V). Sround potential
differencez of hundreds of voltc can be allowed.

The filter takes away the contact-bounces hut gives at the
same time a pulce with growing flank. Tor this reason a
Schmitt trigger rust be used on the 5-volt side to give the
TPL-logic 2 sirong encugh pulse.

The signal levels from both analog and digital transducers
vary from 2 »V - 220 V and therefore cne must have special
circuits to get suitable levels to the microcomputer.

The different parameters which are controlled are presented
in figure 4.

cummary

Dy introducing an automatic condition monitoring system in
the shop, the maintenarce of the equipment will be much
more effective and the downtime will decrease. To be
prepared for unmanned production in the future it is of
great importance that the monitoring of the production
equipment be fully automated. Juch & system ig presented
in this paper and it is shown how the monitoring system 1s
integrated to an administrative system for malntenance.
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A NMAINTENANCE PLAN FCR A BATCH CHEMICAL PLANT

G. N. D. Seddon and A. Kelly
University of Manchester
Manchester M139PL, United Kingdom

Abstract: Many maintenance departments find themselves in
one of two situations: either they are "fire-fighting", or
they are over maintaining.

This paper presents a method of establishing a maintenance
plan to overcome this problem. A dynamic model of the
maintenance/production system is proposed as a background
against which a systematic method for establishing a main-
tenance plan is developed. The method proposed uses a "top
down" approach to analyse the maintenance requirements of a
plant. Once determined, the requirements are synthesized
into a maintenance plan. An example of the method as
applied to a batch chemical plant is then given.

Key words: Preventive maintenance plan; maintenance effec-
tiveness; cost effectiveness; programmed inspections.

INTRODUCTION

If a maintenance manager is to establish the best mainte-
nance strategy for his company, he must follow the same
rules as for any other industrial management problem. He
needs to understand the maintenance characteristics of the
plant, the relationship between maintenance and production
and what the function of the maintenance department really
is. In other words, he needs to be familiar with his sphere
of responsibility, to accept that the maintenance production
system is dynamic and to understand how such a system works.
From this the maintenance objective can be defined and then,
and only then, can the maintenance plan, organization and
control be established. This paper is concerned with the
maintenance plan. An attempt will be made to lay down a
systematic method of establishing such a plan for a large
continuously operating process plant.
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THE PRODUCTION/MAINTENANCE SYSTEM - A DYNAMIC MODEL

In simple terms the maintenance plan is concerned with
matching the best combination of maintenance procedures
(Figure 1) to the particular spectrum of plant items

(Figure 2). In order to do this, and also to look in detail
at some of the basic ideas of maintenance management, a
dynamic model of a typical maintenance-production system
will be examined. The function of a plant is to manufacture
a product for some given period thus providing a planned
output. This output will depend upon the sales demand and
its long term total can be forecast, even though there may
be short term fluctuations, as with a power station for
example. Thus, the long term production plan will determine
the working pattern and availability requirements of the
plant (e.g., 2 shifts/day, 6 days/week, 48 weeks/year at an
average availability level of, say, 90%). Obviously this
could change in the short term. The plant or some part of
it may be in one of the following states (Figure 3):

A - in production and only running maintenance can be
carried out;

B - not wanted for production (e.g., during night shift, or
during feedstock shortage) and available for maintenance
without production loss. This is the available-for-
maintenance "window" where "stopwork" will not incur
production loss;

C - taken out of production for scheduled (preventive and
corrective) maintenance. Major stopwork can be carried
out but there is production loss;

D - failed unexpectedly and undergoing corrective mainte-
nance under breakdown conditions. Production is being
lost and maintenance is difficult to plan;

E -~ failed, but due to shortage of maintenance resources, is
'waiting for maintenance'. This is the worst state of
all.

The plant availability is, therefore,

) T A+ B M.T.B.Fl
A= up or or

Taown * Tup A+B+C+D+E M.T.B.Fo + M.T.FoM

which is one measure of the effectiveness of the maintenance
department. Caution is needed when using this definition of
availability sinces:

a) it is often difficult to cost unavailability,

b) the cause of failure may not be due to maintenance,
¢) the definition assumes only two levels of performance.
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THE MAINTENANCE FUNCTION AND OBJECTIVE

It can be considered that the function of maintenance
(Figure 3) is to use resources (men, spares and tools) to
replace, repair, adjust or modify the parts of a plant to
enable it to operate at a specified availability and perform-
ance, in a specified manner over a specified time. Mainte-
nance then affects company profitability through its influ-
ence on availability, i.e., plant output; through the cost
of the maintenance resources used; and through its influence
on the life of the plant. Although this is clear, it is
still difficult to generalize about the maintenance objec-
tive. However, what can be stated is that the objective
should be closely linked to the production plan (Figure 4).
In short, the maintenance objective is to provide produc-
tion with the required long and short term plant availability
needed to meet the planned production at minimum cost.

THE MAINTENANCE PLAN

In simple terms the maintenance plan can be considered as
being concerned with directing the maintenance resources in
the best way (Figure 3) in order to achieve the planned out-
put (1). Broadly speaking, the options are: +to carry out
the maintenance before plant failure (some combination of
procedure 1 to 3, Figure 1); to allow the plant t6 fail and
then carry out corrective maintenance (procedure 4); to
eliminate the cause of maintenance (procedure 5). The
initial choice is between procedures 1-4, whilst procedure

5 becomes important as plant operating experience is accumu~
lated. It is becoming increasingly advantageous, because of
the high cost of unavailability, to direct resources towards
carrying out planned maintenance in states A, B, or C and,
where possible, to use condition-based maintenance (CBM)
procedures in A and/or B in order to schedule the resultant
maintenance in either B and/or C. This can only be effec-
tive if there is close liaison between maintenance and
production to establish the scheduling of B and the best
time for C. The minor failures, not causing plant (or unit)
failure (known jobs), can be handled in a similar way.

Carrying out maintenance in this fashion has a number of
advantages since the maintenance resources can be planned
and scheduled, a high resource utilization can be achieved;
it is easier to achieve the required plant availability:;
the effect of unavailability can often be minimized; plant
is mostly prevented from deteriorating beyond the "resource
elbow" (2) which makes for better plant condition and a
longer useful life. Conversely, if the strategy is to
operate the plant to failure, its condition will rapidly
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degenerate beyond the resource elbow (1). This will lead to
a difficult planning problem, high unavailability, failures
often at the worst time, poor plant condition and a short
useful life. (bviously, a strategy based on some form of
Planned Maintenance would appear to be essential. 1In
practice, the difficulty is to determine the best plan for a
particular plant, taking into consideration the ever-
changing nature of the production situation, the consequent
priorities and limitations of maintenance resources. It is
worthwhile repeating that the maintenance plan must be based
on the real situation and be designed to respond to the
dynamics of production demand. In addition, the organi-
zation of the production and maintenance departments must be
such that the importance of adhering to the maintenance plan
is appreciated by both, and the communication between them
must be sufficiently good to enable an effective and, where
necessary, flexible maintenance schedule to be operated.

A SYSTEMATIC METHOD FOR ESTABLISHING A MAINTENANCE PLAN

It will be instructive at this point to outline a systematic
method of matching maintenance procedures to plant items.

Step (i) Establishing critical plant units and maintenance
windows. Determine the nature of the plant process
(continuous batch, etc.). Classify the plant into units
and construct a process flow diagram to include inter-stage
storage. Carry out a simple ‘'consequences of failure'
analysis. Determine the production plan and therefore its
pattern of operation and expected unit availabilities. From
such information determine (a) the critical plant units,
perhaps even ranking them according to the cost and conse-
quences of failure, (b) the schedule of maintenance windows
for the plant and units, including consideration of the
possibility of random production stops.

Step (ii) Classify the plant into its constituent items.
This will be a complete classification in the case of
critical units, and a partial classification in the case of
non-critical units.

Step (iii) Determine and rank the effective procedures.
Establish the effective procedures for each item and deter-
mine the best of these from cost and safety factors. In
general the procedures for the simple items will be reason-
ably certain and mostly running maintenance. However, this
will not necessarily be so in the case of the complex items
and the best approach is often to identify if possible a
simple method of condition checking. Such a procedure
should establish the following:
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Item Bearing

Timing C.B.M. Shock Pulse Check
R or S R ‘

Periodicity i

Time and labour 15 min. 1 fitter

Initial maintenance action Replace bearing

R or S S

Periodicity Approx. 2 years

Time and labour 3 hrs. 1 fitter
Secondary action None

Step (iv) Establish a schedule for the identified stopwork.
This schedule will obviously depend on whether the plant is
a series continuous, parallel batch, or a fleet system.
Fleet or parallel systems differ from series continuous ones
in that the units are independent of each other and a degree
of spare capacity is usual. Consequently, the maintenance
is usually all stopwork and scheduled at unit level, without
production loss, into daily, weekly, monthly, etc., inspec-
tion and service schedules. Since the series continuous
plant is the most difficult to schedule, it will be consid-
ered in more detail.

Rank the stopwork in order of increasing periodicity; for
the same periodicity rank in order of decreasing repair time,

eugo

EXPECTED
ITEM ACTION PERIODICITY STCP TIME BEST PRCCEDURE
A Replace M 5 hr Visual Inspection
B Replace M 2 hr Shock pulse
c Repair M 1 hr Time-based
D Replace 2M 5 hr Time-based
E Replace Lm 1 hr Shock pulse

This stopwork can now be compared with the schedule of
maintenance windows. If the stopwork is less than the time
available for maintenance (State B, Figure 3), then consider
a plan based on this schedule. Obviously, the periodicities
can be rationalized to make the best use of time and
resources. If the stopwork exceeds the time available for
maintenance, or indeed if there are no maintenance windows,
then consider a plan based on an agreed production stoppage
(State C, Figure 3), the initial periodicity of such a
schedule being based on the lowest periodicity item (see
above table). Where possible CBM should be used to determine
the best time for such a stoppage and the extent of the
subsequent opportunity maintenance. What must also be
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considered is the fact that plant failures will still occur,
in spite of the preventive effort. The failures will be of
two types, those affecting plant output and those that might
do so in the future. 1In the first case such plant failures
can be taken advantage of via opportunity maintenance, if
CBM is used to monitor the condition of critical items. In
the second case, a list of "Known Jobs" should be kept and
dealt with during the next convenient scheduled stop. Again,
the resources necessary to carry out this work can now be
organized.

Step (v) Establish a schedule for running maintenance. In
this case the work is largely independent of production and
can be scheduled to make the best use of resources. This
will normally result in inspection and lubrication routines.

Step (vi) Corrective maintenance. Instead of the above plan,
the plant could be operated to failure, in conjunction with
opportunity maintenance. However, in most cases, especially
if unavailability cost is high, this is a very expensive
policy and can only be justified if the failures are unpre-
dictable and their onset undetectable.

In spite of preventive maintenance there must still be some
failures. These have to be planned for in terms of spares,
methods, documentation and decision guidelines. 3uch plan-
ning should be reserved for critical plant units.

A MATINTENANCE PLAN FCR A SECTION OF A CHEMICAL PLANT

Introduction

A chemical plant producing organic chemicals is taken as an
illustrative example. An outline of the plant is shown in
Figure 5. The plant manufactures a wide range of similar
organic chemicals. 3Some of the products are soluble in
water and some are insoluble; the plant is divided into two
sections to accommodate this. The products are made and
isolated in the reaction streams, they are adjusted for
quality and then dried, leaving the plant in powdered form.
The insoluble products require extra processing stages
(particle size reduction and clarifying) and there is a
facility for packaging them as liquids. The reaction
streams operate in batch mode, and one stream is not readily
interchangeable with another, each being adapted to a
selection of the range of products. The streams used for
finishing the products are interchangeable, they operate in
a semi-continuous mode. It can be appreciated that with a
plant of this complexity, production scheduling can play as
great a part as effective maintenance in achieving a high
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utilization. In addition to the main product flows, the
plant is supported by a full range of chemical and engi-
neering services. Commonly used primary chemicals and
intermediates are held in bulk and can be transferred to
appropriate parts of the plant. 35alt is pneumatically
conveyed to the reaction streams and flake ice is trans-
ferred in a similar manner. The reaction streams are
computer controlled and the rest of the plant is remotely
controlled so the plant can be operated by a small staff.

This example will concentrate on a typical reaction stream
as shown schematically in Figure 6. Reaction Unit 1 (RUl)
is charged with one component. A second component is added
and Reaction 1A takes place. The contents of RUl are then
transferred to RUZ where Reaction 1B takes place. Meanwhile,
a third component has been prepared in the Preparation Unit
and has then been transferred to RU3. Reaction 2 takes
place when the contents of RUZ are added to RU3. RU3 now
contains the product either in solution or suspension. The
product is isolated and filtered through the Filter Press
Units 1 and 2. The filter cake is washed and then discharged
into the Disperser Unit. The disperser takes advantage of
the thixotropic properties of the filter cake and beats it
into a liquid with a high speed agitator. The product is
discharged from the disperser into an intermediate storage
tank.

The outline description of operations illustrates their
sequential nature. It will be appreciated that the various
stages of the reaction process take different lengths of
time, and that these times vary from product to product. It
will also be appreciated that various washing out procedures
are required between batches. Thus, certain units can
become bottleneck units during the production of particular
products and non-bottleneck units are then less heavily
utilized. However, because of the variability from one
product to another, it is very difficult to predict whether
a certain unit will be in use at a particular time, except
in the very short term.

Description of Units

A brief description of the units and their major items and
principal maintenance follows.

Preparation Unit

Mild steel rubber-lined vessel (1500 gal): The rubber is
subject to deterioration and to damage, requiring periodic
inspection and repair, with replacement after 10 years.
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Agitation system: 2-speed AC motor; wWorm reduction gearbox;
Mild steel rubber-lined paddle agitator

Level instrumentation (dp cell): Replacement or calibration
only possible when vessel empty

Temperature instrumentation: Thermocouple in tantalum clad
pocket

Steam injection posts:

Pumping system (transfer and re-circulation): 2-speed AC
motor; Mono pump; Pump protection instrumentation (pressure
switches and logic)

Weigh vessel system: Mild steel rubber-lined vessel (300
gal); Weighing mechanism; Weigh scale instrumentation

Pipework: Mild steel rubber-lined; GRP/PVC lined; Valves
and fittings

Reaction Unit 1

Mild steel glass-lined with welded jacket (1500 gal):
Pressure vessel inspection necessary (jacket classed as
steam receiver)

Agitation system: AC motor; Worm reduction gearbox;
Agitator dand - requires periodic lubrication and adjustment;
Agitator (stainless steel anchor)

Temperature dip pipe:

Weigh vessel (as for PU):

Powder hopper:

Powder feeder: Variable speed drive - hydraulic

Coolant re-circulation system: AC motor; Pump (centrifugal)

Pipework: Mild steel glass-lined, stainless steel, G.R.P.;
Valves and fittings

Reaction Unit 2

As RU1
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Reaction Unit 3

Mild steel rubber-lined vessel in ring sections (10,000 gal):
Rubber subject to deterioration and damage

Agitation system: DC variable speed motor; Worm reduction
gearbox; Mild steel rubber-lined paddle agitator

Level instrumentation (dp cell):

Temperature instrumentation: Thermocouple in tantalum clad
pocket

Steam injection posts:

Weigh vessel: As for PU

Pumping system 1 (re-circulation and filter press feed):

DC variable speed motor; Mono pump; Pump protection instru-

mentation

Pumping system 2 (filter press feed): As for pumping
system 1

pH Instrumentation: pH probe

Pipework: Mild steel rubber-lined, GRP/PVC lined; Valves
and fittings

Filtration Unit 1

Semi-automatic recessed plate filter press: Press closing
system; Motor; Gears; Closing screw

Plate separating system: Motor; Gearbox; MNechanism

Filtrate washing system: GRP vessel (300 gal); AC motor;
Centrifugal pump

Flow instrumentation:
Pressure instrumentation:

Pipework: GRP/PVC lined; Valves and fittings; Cross wash
valves replaced every 3 years

Rubber belt conveyors AC motor; Gearbox
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Disperser Unit

Stainless steel vessel:

Agitation system: AC motor; Butterfly agitator - acceler-
ated seal wear due to abrasive product

Discharge pump: AC motor; Centrifugal pump
Pipework: GRP/PVC lined; Valves and fittings

Existing maintenance policy

The existing maintenance policy is to perform essential
lubrication on a running basis, and to shutdown the entire
stream for approximately 5 days each year. This enables
internal inspection of the vessels, replacement of certain
valves on rotation, and overhaul of pumps if necessary. The
shutdown is also used for rehabilitation work, and for the
implementation of modification work. It may be extended to
allow for the replacement of vessels or vessel sections.

Systematic lMethod

Step (i) The plant is operated in batch mode on a continuous
basis. Because of product variations it should be assumed
that the plant is "occupied" continuously, although indivi-
dual units may be unoccupied at times during the operation
of the plant. The plant has already been classified into
units for the purposes of description. The consequences of
failure of a particular item are dependent upon the stage of
the process. However, since most failures are discovered
when an item is required, it can be assumed tha’t most
failures will cause a delay to the process. The cost of the
delay is the opportunity cost of the quantity of product
that could have been made during the delay, i.e., the contri-
bution from the sale of that quantity of product. Under
these circumstances all units except the filtration units
are critical since failure of one filtration unit will
reduce the capacity of the stream to 50%. Moreover, there
is no schedule of maintenance windows, although it may be
possible to find windows of several hours duration on
certain units only at short notice. This latter observation
has important implications for the scheduling of non-urgent
breakdown repairs and certain preventive stopwork; close
co-operation between production and maintenance departments
is required.

Step (ii) An example of a detailed classification is given
in Figure 7.
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Step (iii) A simple example of the approach to be taken is
given by rolling element bearings in, say, a centrifugal
pump fitted with a mechanical seal. Under certain circum-
stances failure of the bearings can lead to failure of the
mechanical seal and even to damaging the impeller. The
options are:

a) operate to failure,
b) fixed-time replacement (every 24 months),

c) condition-based replacement based on a monitoring scheme,
e.g., subjective judgement (look, listen, feel), objective
measurement (vibration level, shock pulse value, kurtosis
value), (3-monthly inspection).

The selection of c¢) would be preferred, not only for
preventing bearing failures, but also because it provides a
useful peg on which to hang general condition or house-
keeping checks. Thus, a complete instruction for the item
would be

Item Centrifugal pump

Timing CBM : SPN/Kurtosis + visual
(seal, housekeeping)

R or S R .

Periodicity 3 months

Time and labour 10 mins. 1 inspector

Initial Maintenance Action Replace pump

R or s 3

Periodicity Approximately 24 months

Time and labour 2 hrs. 1 fitter

Secondary action Recondition pumps

A more complex example is given by the rubber-lined reaction
vessel. The item itself is simple enough, it consists of
four components; cover, top section, bottom section and base.
The rubber lining on the sections and base is subject to
permeation by chemicals over a period of time. The rubber
can also be damaged accidentally. C(nce the rubber has been
penetrated, rapid corrosion of the parent metal takes place.
Further deterioration of the surface of the rubber could
lead to particles of rubber contaminating the product. The
present practice is to carry out an internal visual/tactile
inspection. As a result of this inspection, rubber repairs
may be necessary. The range of procedures to be considered
can be summarized as:

a) operate to failure,
b) fixed-time internal inspection,
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c¢) fixed-time external inspection (e.g., through manhole),

d) fixed-time electro-chemical measurements,

e) continuous electro-chemical monitoring,

f) product sampling for contamination (at levels below
current acceptable level). :

Although d) and e) are attractive CBWN procedures, only
lining failure in terms of penetration is detectable and no
indication of the surface condition of the lining is given.
f) would appear to be an appropriate CBM procedure for this
failure mode. However, the deterioration of the rubber is
thought to be due to the effect of specific chemicals which
could bring about sudden changes in condition. Thus, the
frequency of measurements would have to be high in order to
give a failure prediction with an acceptable level of
confidence. Procedure c) would be suitable if the surface
could be assessed visually remotely, e.g., by use of closed
circuit television, etc. Procedure a) is unacceptable on
grounds of safety, let alone other costly consequences of
failure. Therefore, until a more suitable alternative is
developed, the existing procedure of fixed-time internal
inspections is all that remains. Replacement of vessel
sections will take place according to condition. This can
be detailed as follows:

Item , Reaction vessel - rubber lining
Timing leed time
R or s
Periodicity 12 months
Time and labour 2 fitters for 2 days - 1
, inspector for half a day
Initial Maintenance Action Repair in situ
R or S S
Periodicity 24 months
Time and labour 48 hours elapsed time - 2

rubber men for 8 hours
Further maintenance actions 1. Remove and replace vessel
section
L fitters for 40 hours - 4
heavy gang for 16 hours
2. Strip rubber and reline
sections -~ contractors

tep (iv) Due to the nature of the plant (i.e., parallel
batch streams) the step (iv) of the general approach out-
lined in section 5 has to be modified.

a. List the stopwork as shown in Table 1 and separate the
stopwork which can be carried out in the maintenance windows
and that which requires the stream to be taken out of pro-
duction.
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b. Establish a schedule for carrying out the 'maintenance
window stopwork'. JSince this work does not require the
shutting down of a stream the schedule can be for the whole
of the plant. The schedule is established from Table 2 and
written in the form of a Bar Chart or as schedule on a
computer; the objective being to achieve a high labour
utilization. 1In this particular case the schedule is
completely condition-based and only the timing of the
actions are scheduled. The resulting work is reported (the
maintenance action) and carried out in the window (or some
subsequent window) as corrective maintenance.

The execution of this schedule requires close liaison
between production and maintenance supervisors.

c. Establish a schedule for the stopwork that requires the
stream to be taken out of production (see Table 3).

The schedule can be established by ranking the stopwork by
periodicity and time for each stream and proceeding as for
the previous example. 3Since there are 6 streams the stops
for each stream should be scheduled on a Bar Chart so as not
to coincide and where possible to incorporate known jobs and
window maintenance. The main aid in this case is to
minimize the cost of production loss.

In this example it was found that although the inspection of
the rubber lining of the vessel necessitated a scheduled
production stop, very few of the other preventive mainte-
nance activities actually lined up with this new window.
Thus, the successful implementation of the programme would
rely on close communication between the maintenance and -
production departments in order to carry out preventive
maintenance activities during windows in production. This
implies that much of the stopwork can be scheduled only in
the short term.

The importance of Step (iii) cannot be emphasized too
strongly. If, for example, a more remote type of vessel
inspection were possible, the whole of the stopwork programme
could be re-organized. Obviously, this is the long-term
plan for the plant which can be modified in the light of
unexpected failures or production stoppages. It will be
appreciated that the success of the stopwork schedule and,
therefore, of the plan, relies heavily upon condition
monitoring.

Step (v) From the above schedule the running maintenance can

be extracted, added to the remaining running maintenance
(e.g., lubrication), divided into trades and scheduled into
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routines and services. Such work is independent of the
state of the plant.

Step (vi) From the point of view of corrective maintenance,
it is important to identify those items that in spite of
monitoring might still fail unexpectedly, and cause serious
disruption to production.

SUMMARY

Firstly, it is important to point out that the example was
considerably simplified to illustrate a number of important
principles. However, this accepted, the question that must
now be answered is whether the alternative plan is an
improvement over the existing plan - in other words, is it
cheaper in terms of the combined effort of unavailability
and the cost of resources. Although it is difficult to
quantify the improvement, it will be obvious that some
improvement should indeed result. The difficulty comes

from the uncertainty in forecasting the level of emergency
maintenance that will result from the new plan. However,
since the plan is based on CBM methods, even if more
emergency work than that forecast occurs, it should be
easier to minimize its effect on the production output. The
authors cannot emphasize enough the considerable advantage
for the planning of maintenance work that stems from knowl-
edge about the condition of plant. It is hoped that the new
plan will result in a movement from situation (a) in Figure
8 to situation (b).
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001

No.

Item

Pump

Filter

press

Vessel
‘(rubber
lined)

Vessel
(glass
lined)

Valve
Type A

Disperser

Valve
Type B

Description of Frequency Time and

Work

Inspect and
test
Renew seal

Replace pump

Inspect and
test

Ad just press
mechanism

Ad just press
controls
Replace motor

Inspect rubber

Repair rubber

Pressure
vessel
inspection.

Replace

Replace
bearings

Replace

ZM

6 M.

1 Yr

3M
6M
M
2 Yr
1 Yr

2 Xr

2 Yr

2 Yr

2 Yr

5 ¥r

Labour

30 Mins
1 Insp
30 Mins
1 Fitter
1 Hr

1 Fitter

30 Mins
1 Insp
30 Mins
1 Fitter
30 Mins
1 Inst

1 Hr

1 Fitter
1 Elect

2.5 Days

2 Fitters
1 Insp

2 Days

2 Rub rep

2.5 Days
2 Fitters
1 Insp

1 Hr
1 Fitter
1 Inst

8 Hrs
2 Fitters

1 Hr
1 Fitter
1 Inst

Items in
Stream

2

20

30

Items in Comments

Plant

36

12

20

120

180

Maintenance

Maintenance

Maintenance

Maintenance

Maintenance

Maintenance

Maintenance

Window

Window

Window

Window

Window

Window

Window

Scheduled
On Inspection

On Inspection

Scheduled
On Inspection
On Inspection

On Inspection

Stream Shutdown - Scheduled

Stream Shutdown — extra work

Stream Shutdown

Stream Shutdown

Maintenance Window + -~ On SPM

Stream shutdown

TABLE 1 -~ LIST OF STOPWORK



Lot

"ITEM

Pump

Disperser

Filter
Press

TIMING

Inspection

SPM Bearings

Inspection

R/S FREQUENCY TIME AND INITIAL ACTION
LABOUR
s 2 months 30 mins a) replace seal
1 inspector
b) replace pump
R 2 months 10 mins replace bearings
1 inspector
S 3 months 30 mins a) adjust press

1 inspector mechanism

b) adjust press

controls

c) replace motor

TABLE 2 - MAINTENANCE WINDOW PLAN

FREQUENCY

6 months

1 year

2 years

6 months

6 months

2 years

TIME AND SECONDARY
LABOUR ACTIONS
30 mins Recondition
1 fitter seal
1 hour Overhaul
1 fitter pump
8 hours
2 fitters
30 mins
1 fitter
30 mins
1 instrument

technician
1 hour Overhaul
1 fitter motor

1 electrician



20l

ITEM

Reaction
Unit 3

Reaction
Unit 1 & 2

Valves
Group A

Valves
Group B

TIMING

Scheduled rubber

inspection

Schedule PV
inspection

Scheduled
replacement

Scheduled
replacement

FREQUENCY

1 year

2 years

2 years

5 years

TIME AND LABOUR

2 fitters
1 inspector
2.5 days

4 fitters
1 inspector
2.5 days

2 fitters
1 inspector
2.5 days

2 fitters

1 instrument
technician

4 days

INITIAL ACTION SUBSEQUENT ACTION

a) repair rubber

b) replace vessel

replace glass

lining
replace overhaul
replace overhaul

TABLE 3 - SCHEDULED SHUTDOWN PLAN




eot

TIMING (WHEN)

ACTION (WHAT)

A OPERATE TO FAILURE

Replace or Repair after Failure

FIXED TIME MAINTENANCE

Adjust or Repair or Replace at
fixed periods

inspect via equal or variable
inspection periods then Adjust/
Repair/ Replace on CONDITION

Inspect on continuous basis —
then Adjust/ Repair/ Replace
on CONDITION

Cc FIXED TIME INSPECTION
D CONTINUOUS INSPECTION
E OPPORTUNITY MAINTENANCE

Inspect item at time, based on
some other item's maintenance/
inspection period.

FIGURE I. ALTERNATIVE MAINTENANCE PROCEDURES.



PLANT performing the overall function

UNITS performing major plant functions

] l ’ ]_.__T‘m-—_‘

o ——

(2.9. a compressor ina petrochemical plant)

— ot WS- SATESsar mtmion W

ITEMS permanent (e.g the main shell of
a chemical reactor)

replaceable complex {e.q. a gzarbox)

replaceable simple (e.g a brake pad assembly)

COMPONENTS the individual parts of a plant, possibly
very few insimple replaceable,

hundreds in complex replaceable items.

FIGURE 2. PLANT HIERARCHY.
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FIGURE 3. THE MAINTENANCE / PRODUCTION SYSTEM.




SALES

PRODUCT DEMAND

(predictable but
often variable)

PRODUCTION PLAN

PRODUCTION
DEPARTMENT

'

LONG TERM
SHORT TERM

/ influencing factors

Plant production pattern
and availability requirements.
Y MAINTENANCE OBJECTIVE
to provide this at minimum

resource resourse cost.
levels \
o5t ——pl MAINTENANCE
factors DEPARTMENT
plant T
factors safety

factors

MAINTENANCE PLAN

LONG TERM
SHORT TERM

FIGURE 4. THE MAINTENANCE OBJECTIVE.
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IMPROVED ENGINE MAINTENANCE
THROUGH AUTOMATED VIBRATION DIAGNOSTIC SYSTEMS

Richard A. Rio
Mechanical Technology Incorporated
968 Albany-Shaker Road
Latham, New York 12110

The rapidly increasing cost of maintenance, the demand for increased
equipment utilization, fuel costs, and the difficulty of correctly
diagnosing internal mechanical problems in fully assembled jet engines,
have stressed the need for more effective engine test equipment. This
paper describes the successful application of a component (module)
high-speed balancing technique developed for the U. S. Army for use at
the Corpus Christi Army Depot and an Automated Vibration Diagnostic
System (AVID) for the U. S. Air Force's engine overhaul center at
Tinker Air Force Base, Oklahoma. The AVID concept to automate trouble-
shooting procedures for fully assembled rebuilt engines is addressed.
This system extracts high-frequency vibration data from existing stand-
ard instrumentation, thereby providing meaningful mechanical informa-
tion. A growing appreciation on the part of engine overhaul personnel
of the power of automated test equipment has enabled these key features
to be combined to reduce operating expenses at engine rebuild facil-
ities.

Key words: Balancing; diagnostics; faults; monitoring; jet engines;
overhaul; productivity; vibration.

Significant concern has been expressed in recent years about the rela-
tively high and growing levels of maintenance costs required to keep
many kinds of key equipment operational. The aircraft gas turbine
engine has been no exception to this trend. Aircraft gas turbine eng-
ines have compiled remarkable endurance and safety records over the
years, especially given the sophistication of their designs and the
rotor speed involved. These records have been and are being earned
through expensive and painstaking overhaul practices, applied at regu-
lar intervals of operating time. While the costs of this approach have
been substantial, the consequences of failure have always far outweighed
them. While safety of flight cannot be compromised, future improvements
in maintenance engineering can and must be realized to keep the costs of
safe operation from becoming prohibitive.

This paper presents two vibration diagnostic techniques which have been

developed for the latest jet engine overhaul techniques being developed
by the military. These maintenance procedures take advantage of the
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latest modular jet engine design concepts.

There are two tiers of maintenance decisions. 1In the first tier, repair
decisions will be performed by the end users at the base installations.
Engine components or modules will be returned to the depot for repair
and/or refurbishment based upon modifications observed by the user or
based upon the established time and cycle limit of that particular
module in service. The second tier involves removal of entire engines
which are then returned for depot level maintenance. Therefore, both
complete engines and discrete engine modules will be cycled through the
maintenance facilities.

It will be necessary to have a vibration acceptance test which will cer-
tify that repaired engines and modules are acceptable for fleet use.

As presented here, a high~speed balancing system will identify potential
problems before the module is shipped to the field. For entire engines
which require a complete test cell acceptance procedure, an Automated
Vibration Diagnostic System (AVID) has been developed which will identi-
fy internal mechanical faults using the standard engine vibration sen-
sors.

High Speed Balancing

Rotor balancing is the process of applying a single set of correction
weights simultaneously in two or more planes on a rotating shaft to
achieve low vibration levels at each measurement location along the
shaft, and at a special number of shaft speeds. In its simplest form,
this process involves two planes, two sensors, and a single, relatively
low speed. 1In its most complex form, as many as eight or ten balancing
nlanes may be involved, together with an equal number of sensors. As
many as six or eight balancing speedd may be required.

When a rotating body remains rigid (i.e., no elastic axis bending, over
its entire operating speed range), the simplest, two-plane, low-speed
approach can be fully satisfactory. It is this fact which has permitted
the governing relationships to be "programmed" in electronic packages

as parts of commercially offered balancing machines. What causes diffi-
culty in many cases is the fact that the commercial balancing machine
fails to simulate adequately the design operating condition of the com-
ponent.

The balancing of advanced rotating systems is becoming increasingly dif-
ficult with design trends toward lighter, more flexible components which
turn at higher speeds. The operating speeds of many systems now being
designed are often beyond the first critical. The reason this situation
causes concern 1is that the modes of vibration at the critical speeds
often involve significant bending of the system's elastic axis. Since
these deformation properties are speed dependent, low-speed two-plane
balancing has only limited effectiveness. In fact, such balancing can
often make vibration levels worse at the bending critical speeds.

Unfortunately, present-day manufacturing procedures, in spite
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of their high-precision nature, leave some distributed residual unbal-
ance in each rotating component. The result is a considerable trial-
and~error effort to find a satisfactory balance at the trim~balance
stage, and increased efforts toward tighter tolerances and more strin-
gent assembly procedures; all of which can be very costly. As rotors
become longer and more flexible, and as lighter weight rotor systems are
developed, balancing requirements and methodology must adjust to accom-—
modate them. Problems introduced by disassembly and reassembly are also
significant; especially in a gés turbine engine having several disk and
blade assemblies, bearings, and a cantilevered turbine.

A procedure for performing rotor balancing in two or more planes, so as
to achieve low vibration levels at each of a number of measurement loca-
tions and at each of a number of speeds, has been developed. The proce-
dure is conceptually quite simple, and has been designed for operation
by technician-level personnel. It may merely be used to supplement the
capabilities of a commercially offered balancing machine; or, in its
most complete form, it offers the option of replacing a series of two-
plane balancing steps by a single multiplane-multispeed balancing of the
rotor in its final installationm.

In their maintenance philosophy, the military has identified a number of
potential advantages in high-speed balancing gas turbine modules.

Cost Savings. It is often extremely complex, time consuming and expen-
sive to high-speed balance an engine while it is installed in a test
cell. Quality high-speed balancing of components will often reduce or
completely eliminate the need for assembled engine balancing and reduce
the rejection rate; thereby saving teardown, reassembly and retest cost.

Improved Rotor Life. If the engine component is flexible (i.e., ap-
proaches or traverses bending critical speeds within its operating
speed range), high-speed balancing offers unique advantages because of
the inability of traditional low-speed balancing to reduce shaft vibra-
tions at these speeds.

Component Diagnostics. Operating component parts at high speeds before
assembly to the engine allows a significant degree of component diagnos-
tics (i.e., shift in parts, misalignment, faulty bearings, etc). This,
therefore, occurs before the added cost and complexity of installing a
complete engine for test and trim balancing.

Accessibility to Problem Component. It is often impractical or impos-
sible to access rotors inside an assembled engine. Accessibility to
prescribed balance planes is also often limited because of the '"trapped
rotor" design of many gas turbine engines. Component "stack up'" also
makes access to interior shaft components impractical in the assembled
engine, but practical in a high-speed balancing module.

Seating of Sub-Component Parts. Operating a component before assembly
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into the engine allows subcomponent parts (i.e., turbine blades, snap
fits, etc.), by the action of centrifugal force, to seat in the position
in which they will run in an engine. This is especially important in
shafts with a high degree of sensitivity to changes in unbalance. Such
"run in" of component parts cannot be achieved by only low-speed opera-
tion.

Application to United States Army Jet Engines

A system developed for the United States Army permits high-speed balan-
cing of assembled power turbine shafts for both T53 and T55 helicopter
engines. Based on an extensive background study, it was determined
that one of the power turbines (T53) traverses a bending critical speed
well below its normal operating speed in the engine. The other power
turbine (T55) traverses a rigid body critical speed and approaches its
first bending critical speed at its normal operating speed.

In their present configuration, neither of these engines have the capa-
bility to trim balance the power turbine shaft in the test cell. Each
vibration-related reject in the test cell requires engine removal and
tear down for subcomponent balancing. The engine must then be rebuilt,
reinstalled, and rerun in the test cell. The prototype high-speed
balancing system allows both T53 and T55 power turbine shafts to be run
and high-speed balanced as an assembly before installation into the
engine.

Figure 1 shows the major mechanical components of the balancing system.
Drive power is provided by a variable-speed electric motor. Speed is
increased through a gearbox with output shaft speeds equaling engine
operating speeds for the power turbine shaft. The shaft is operated in
a vacuum chamber to both reduce the windage (and therefore the amount of
drive power required), and to provide for operator safety.

A control console with dedicated minicomputer and CRT terminal is loca-
ted in a separate control room. An auxiliary control panel mounted on
the test stand provides for local low-speed operation and control.

In order to duplicate the dynamic characteristics of the engine installa-
tion, engine bearings support structures are used to mount the shaft for
balancing. Displacement probes are used to measure shaft deflection.
Vibration data are routed to the minicomputer for automatic data acqui-
sition and balancing weight calculation.

Automated Vibration Diagnostics

In several cases, operators of gas turbine engines have begun to adopt
the practice of "on-condition" maintenance costs. In the process of
this change, the increased emphasis that must be placed on diagnostic
systems and procadures has become apparent. These procedures are re-
quired to obtain data to determine the presence of a problem, identify
trends, and locate the specific faulty component within a fully assem-
bled engine.
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Figures 2 and 3 show typical results for high-speed balancing T53 and
T55 power turbines using the prototype high-speed balancing system.

Significant technological advances have occurred in recent years in
small low-cost minicomputers, digital data processing and filtering, and
new methods for using high-frequency vibrations as information carriers.
These advances are expected to be of great utility for new monitoring
and diagnostic procedures.

The first level of analysis is a comparison of the output signal levels
of instrumentation with predetermined limits, such as bearing vibration.
The comparison is accomplished by analyzing a number of past readings
and permits an initial classification of the machine's condition, such
as whether the equipment is operating within safe limits, or whether a
large percentage change has occurred in any measured parameter since the
last measurement. Presenting this data as a function of time can indi-
cate wear, growing unbalance or component degradation. ’

Once a signal has been found to be out of bounds, a detailed analysis of
the signal and related parameters is initiated. High-speed detailed
sampling provides a full-frequency component analysis of vibration.

0il pressure and temperature, and other key static signals are sampled
concurrently. This information, together with the operator's under-
standing of the machinery, will often permit the operator to make a
reasonably accurate determination of the probable cause of the observed
variance. Typical actions the operator may wish to have the system
undertake at this point may include: providing an advisory to circum-
stances or operating levels; increasing the frequency at which the re-
view of the machine occurs; trending and analyzing measured machine
responses for representative past operating history; calculating full-
frequency component composition of time-varying signals to identify
specific contributing frequencies and amplitudes; and comparing fre-
quency components with stored tables of potential forcing frequencies,
such as one-per-rev, gear mesh, etc. The structure of the diagnostic
system's logic often permits the maintenance engineering staff to
tailor the system to their particular needs.

Analytical and experimental information about the machine may be stored
within the system. For example, design data about blading, bearing
design, coupling characteristics, critical speeds, and sometimes even
analytical equations may be provided. With such information, automated
diagnosis is possible. When a machine is overhauled or undergoes main-
tenance, the details of any observations can be entered into the data
base, and the system can categorize experienced changes in behavior

with actual physical parameters. Theoretical considerations may be re-
inforced through operating experience and successful maintenance actioms.

As time elapses, the data base assembled through these interactions per-
mits more accurate diagnostic logic to be prepared. The important con-
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cept in the logic is that the system learns from proven experience and
can formally document machine problem histories. Predictive mainten-
ance recommendations are also available. Machinery operating costs can
be minimized by providing cost—based logic for accomplishing speciftic
maintenance on only those modules requiring checking. The symptom-—
fault logic may be asked to identify preventive actions and replacement
parts as part of the overhaul process.

Application to United States Air Force Jet Engines

The technologies discussed abgwe: have been successfully combined to
provide an Automated Vibration Diagnosis System (AVID) for United States
Air Force jet engines. The system was installed in four engine test
cells at one of the main United States Air Force engine overhaul centers,
Oklahoma City Air Logistics Center (OC-ALC). Operation of the equip-
ment by Air Force personnel has demonstrated the practical application
of combining minicomputer technology with gas turbine engineering ex-
pertise to provide the Air Force with a system which provides fuel sav-
ings, increased engine production capacity, and greatly reduced vibra-
tion rejection rates.

Overhaul Procedures. Overhaul procedures require that rotating compo-
nents undergo both static and dynamic balancing during the overhaul
process. Engine parts are first weighed and balanced as individual
parts, then balanced as assemblies (i.e., compressors and turbines)
prior to final assembly. Following final assembly, engines undergo an
acceptance test during which critical performance and operating para-
meters are determined.

During the acceptance test, engines frequently experience vibrations
which exceed allowable technical order limits. Depending upon the
amplitude, frequency, and location of the vibrations, an engine may be
trim balanced while it is on test. If trim balancing is not possible
(e.g., vibration not synchronous with rotor vibration, or indicated trim
weight too large), then the engine is returned to the final assembly
area for corrective rework. Former engine technical order procedures
required that three trial trim balance weights be installed separately
and the engine operated after insertion of each weight. Data resulting
from each run was used to calculate the amount and location of a final
balance weight. Approximately eight hours were required to trim bal-
ance an engine using this procedure. One major objective of the diag-
nostic system was to reduce the exeqessive amount of time required to
trim balance the engines.

Engines on which trim balancing was not permissible were returned to the
final assembly area with only minimal vibration data available to direct
engine rework. Information provided was highly subjective and dependent
on test cell operator experience. As a result, rework which was per-
formed on an engine often did not correct the problem, causing the en-
gine to be rejected several times due to excessive vibration levels.
Repetitive rework to correct vibration problems results in additional
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costs, much of which could be avoided if accurate repair action recom-
mendations were another major objective of the diagnostic system.

Engine rework and test costs are expected to continue to increase as a
result of upward trends in manpower and material costs. In addition,
the complexity of the new generation of turbofan engines is also re-
sulting in increased maintenance time and costs. These factors, coupl-
ed with the requirement for rapid turnaround of engines undergoing over-
haul (due to reduced engine inventories) required that a diagnostic
system be available to reduce the time required to trim balance, test
and provide accurate diagnostic information to direct engine rework.

Automated Engine Trim Balancing Benefits

The TF30 engine was selected for the pilot system demonstration be-
cause it is designed for trim balancing and was considered by the Air
Force to be a typical engine in its maintenance requirements and vibra-
tion characteristics. The engine vibration signals used during accept-
ance testing were derived from the three standard military velocity
sensors normally installed on the engine during test. Before filtering
within the vibration amplifier, the signals are routed, along with the
speed measurements, to the computer room (see Figure 4).

The TF30 engine AVID System (see Figure 5) consists of six assemblies;
the central balancing system, four digital signal processors, and a CRT
terminal and hardcopy unit. All of these assemblies are located in a
central computer room adjacent to the four test cell control rooms.
Each of the digital signal processors is dedicated to monitoring speed
and engine vibration signals from one test cell. All the digital
signal processors are connected to the central balancing and diagnostic
system. The CRT terminal and hardcopy unit are connected to the central
balancing system or the digital signal processors. During acceptance
testing, the trim balancing system is activated if the engine vibra-
tion exceeds the technical order limit. Vibration data is automatical~
ly acquired and processed to provide a spectral analysis of the over-
all signals of the engine's vibration sensors.

The size and location of the required trim balance weight are calculat-
ed by the system based on the engine's vibration characteristics. The
unique aspect of the trim balancing portion of the AVID system is that
trial weight runs are not needed. Engine sensitivity data, also known
as influence coefficients, are stored within the minicomputer system.
These data are then recalled and processed with the dynamic response

of the engine on test to calculate the proper correction weights.

During a verification test period, ten TF30 engines were trim balanced.
Trim balancing was successful in all cases. The engines were trim bal-
anced using the influence coefficient method and the engine vibrations .
were reduced to a level below the technical order specifications. En-
gines are now routinely trim balanced by Air Force maintenance personnel.
The average time to trim balance has been reduced to 1 hour and 20
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minutes, compared to the original 8 hours. Test cell time per engine
was thus reduced by about 80% for the trim balancing operation, with
attendant savings in fuel usage and increases in engine production
rates.

The key principles of the vibrations diagnostic system operation are
based on engineering experience in machinery dynamics. This experience
has shown that dynamic observation, particularly of rotor and casing
vibrations, is an excellent method to identify existing or impending
problems. The complex raw signal data can be processed to provide re-
liable information that permits the evaluation and pinpointing of the
problem source. These diagnostic elements have been combined into
systems for making accurate decisions once suitable levels of vibra-
tional characteristics have been defined. The AVID system minimizes
the decisions required of the operator and offers rapid identification
of problems. The system samples the outputs of the standard existing
engine vibration sensors in a logical sequential manner to arrive at a
decision as to the condition of the engine under test.

The engine condition diagnosis system acquires both synchronous and non-
synchronous vibration signatures from engines in all four test cells.
The system conducts an analysis of each engine's vibration response and
produces a hardcopy printout indicating the cause for high vibration,
numerically ranked from highest to lowest :severity. The TF30

engine Symptom-Fault Matrix, based upon existiing data and upon pre-
programmed engineering knowledge of the engine, identifies the engine
faults. Malfunctions are identified in the order of severity. This
unique system feature makes use of general symptom-fault relationships
for gas turbines, with specific experience probabilities for the TF30
engine. The diagnostic printouts indicate those faults which should be
‘corrected. These data provide guidelines to the maintenance staff and
help establish rework priorities.

Vibration diagnostics were performed on ten TF30 engines during a veri-
fication test period.  To document the accuracy of the predicted engine
faults, maintenance action worksheets accompanied the engines that were
rejected for vibration-related malfunctions. Successful correlation be-
tween the AVID System's diagnostic summaries and the actual maintenance
required by the engines has provided verification of the TF30 vibration
diagnostics. The verification test included TF30-P7, TF30-P9, and
TF30-P100 engines. The diagnostic system proved nearly 907% accurate

(20 out of 23 cases).

In addition, the system maintains an archive of engine data:
e Stored signatures of rejected analysis
e Stored signatures of average engines
~ Overall vibration
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- Nj and Ny components versus speed

- Spectral plots

~ Six-month sampling (continuously updated)
e FEngine serial numbers tracked for short term

- Repeat rejects identified .

~ Engine corrective maintenance history compiled
e Six-month interval of good engine data

- Overall vibration

~ Retrieval data on earlier rejects

Automated Engine Performance Diagnosis Benefits

In addition to vibration-related engine rejections, a significant por-
tion of post-overhaul rejections are caused by gas-path performance
problems such as low thrust, high exhaust gas temperature and high
specific fuel consumption. A methodology is being developed (Ref. 1)

to increase the acceptance rate of overhauled J75-P-17 turbojet engines.
To avoid engine modification, a minimum number of additional sensors
were installed to diagnose faulty components from the performance signa-
ture. A computer simulation was also developed to identify the faults
and to calculate the beneficial effects of easily installed changes or
replacements of components. Gas-path performance diagnosis is planned
for implementation on the installed AVID system. Static channels such
as those for pressure and temperature will be incorporated into the
symptom—-fault logic to expand the system capability.

Summary and Conclusions

Automated systems for balancing and diagnosing engine faults has been
designed, developed, and successfully demonstrated in production jet
engine overhaul facilities.

Quality high-speed balancing of components will often reduce or complet-—
ely eliminate the need for assembled engine balancing and reduce the
reject rate, thereby saving teardown, reassembly, and retest costs.

Stored engine sensitivity data can be used to calculate single-shot
balance weights which, when installed, bring the engine vibration down
to acceptable levels. This process has eliminated the need for trial
weights and average trim balance time has been reduced from between 7
and 8 hours to 1 hour and 20 minutes through the use of this system.

An automated diagnostic system which uses only vibration data from
standard sensors has successfully predicted faults within the engine.
During a verification of the system's diagnostic capability, nine
engines were torn down and inspected with 907 accuracy of predicted
engine faults.

Based upon fuel savings, increased engine production capacity, and re-
duced vibration reject rate, the installed trim balancing and diagnos-
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tic system is projected to yield a multimillion dollar cost savings in
its first year of operation.

Air Force maintenance personnel are routinely operating the trim balanc-
ing and diagnostic system without additional skilled personnel during
normal engine acceptance testing. ’

The AVID System can be expanded to include gas-path performance
diagnostics, and with field-level communication and data processing,
should provide a practical method of engine health accountability
during the entire life of the engine.
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INNOVATIONS IN EPICYCLIC GEAR SYSTEM DESIGN
FOR INCREASED SERVICE LIFE

D. E. Pauze
US Army Aviation Research and Development Command
Propulsion Laboratory
Lewis Research Center
Cleveland, Ohio 44135

Abstract: Current epicyclic gear systems in helicopter drive trains
are designed for a non-catastrophic failure mode: surface fatigue.
The sun and ring gears are loaded on one side of the gear teeth only,
so that otherwise perfectly good gears are retired from service. With
design innovations, the epicyclic gears can be made with fore and aft
symmetry to perform double duty.

Key words: Bearing life; bearings; epicyclic system; gear train;
planet bearings; planetary gears.

When aviation was in its infancy, the propulsion system for aircraft
consisted of a propeller driven by a reciprocating engine. The thrust
requirements were low because the aircraft was small and low-speed.
The small propeller could be direct drive at engine speed without ex-
ceeding the propeller's limit in tip speed. As aviation technology
advanced, the aircraft grew in size and speed, and the propeller be-
came larger to provide the higher thrust required, its RPM reduced to
maintain tip speed. Meanwhile, engine RPM was increased to improve
the specific weight (1b/hp) and specific fuel consumption (lb per
hr/hp). At that time, propeller speed decreaser gear was introduced,
and was made integral with the engine.

With the advent of the aircraft gas turbine, the need for propellers
and their speed decreaser gear dramatically changed. The pure-jet
airplane (fixed-wing aircraft powered by a turbojet engine) required
no propeller whatsoever, while the prop—jet airplane (fixed-wing air-
craft powered by a turboprop engine) continued to use a propeller and
speed decreaser gear. Since the pure jets far outnumbered the prop-
jets, the number of speed decreaser gears flying in the world would
have been significantly reduced except for another change.

The third type of aircraft gas turbine, the turboshaft engine, pro-
vided a significant improvement in specific weight which equated to a
jump from less than one to more than three horsepower per pound of
engine weight. This breakthrough made the helicopter practical. The
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slack in the use of speed decreaser gears created by the pure jet was
picked up by the helicopter, so that the speed decreaser gear is still
important in aircraft applications.

Figure 1 shows a typical helicopter arrangement of drive train with
twin engines. This is a composite of several installations. The
power turbine in the turboshaft engine is a free turbine which feeds
power through a right-angle drive gearbox into a transmission. The
outputs from the transmission are: the main rotor, airframe accessory
drives, and tail rotor. The tail rotor drive includes an intermediate
gearbox and a tail rotor gearbox.

The gear arrangement in this typical helicopter drive train is shown
in schematic form in Figure 2. The epicyclic gear system is the final
reduction in the main rotor drive, and the axes of these gears are
vertical or near vertical. Shown here is a large helicopter. There
is an earlier small helicopter which incorporates a two-stage plan-
etary reduction driven by a single engine.

Figure 3 shows the drive system schematic of an existing tandem rotor
helicopter. This one uses a two-stage epicyclic gear system in the
final reduction of each rotor. Figure 4 shows the drive system sche-
matic of a turboprop engine. Again, the epicyclic gear system is the
final reduction of the speed decreaser gear. 1In this case, the first-
stage reduction provides an offset so that the propeller is offset
from the engine centerline. This offset provides a cleaner inlet to
the engine.

The reciprocating engine and the gas turbine for aircraft share a com-
mon trait in their speed decreaser gear. They both use the epicyclic
gear system, but there the similarity ends. The reciprocating engine
is essentially a low-speed (RPM) machine, while the gas turbine is
high-speed. The difference in reduction ratio is significant, and is
manifested in the evolution of the epicyclic gear arrangement as shown
in Table I.

Referring to Table I, consider the 1950 and 1980 meshing frequencies
of the sun gear relative to the planet idler. Their actual disparity
in operation is greater than the calculated 3.0 vs. 6.5 or 2:1. The
sharing of the load among the planet idlers was and is dependent on
the manufacturing error in tooth-to-tooth spacing. In 1950, that
error was in the neighborhood of 0.0005 inch; in 1980, 0.0002 inch.
Translated into terms of load sharing, in 1950 one could expect ap-
proximately 1/3 of the total number of planets to share the load at
any given moment. In 1980, that frdction is slightly more than dou-~
bled. Adjusting the relative meshing frequencies for load sharing,
the 1950 figure becomes approximately unity, and the 1980 figure be-
comes approximately 4.5. Their actual (adjusted) disparity becomes
1.0 vs. 4.5 or 4:1. Therein lies the concern for the sun gear in
today's helicopter. It is using up its surface fatigue life at many
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times the rate of its mating gears.

Figure 5 shows graphically the large difference between the epicyclic

gear arrangements in the speed decreaser gears, then and now. The
explanation lies in the nature of the prime movers:
Aircraft
Type Airplane Helicopter
Vintage year 1950 1980
Speed Decreaser Gear (SDG)
Rating, Approximate 3500 Hp 3500 Hp
Supplied by Engine Mfr Airframe Mfr

Driven by

One Engine

Two Engines

Engine
Type Reciprocating Ges Turbine
Power to Weight Ratio 1:1 4:1
Input Shaft to SDG Crankshaft Power Turbine
Input Shaft Speed Low High

Naturally, the epicyclic gear system did not make this large change in
one jump. Figure 6 shows some selected interim arrangements. The
1960 helicopter was powered by a single engine, the 1970 helicopter by
two engines. The evolution of aircraft epicyclic gear systems shows a
distinct trend of higher reduction ratios, which is a direct result of
the evolution of turboshaft engines. The engine trend is to smaller,
higher-speed engines. This is in keeping with the square-cube law.
Recall the horsepower per pound of engine weight previously mentioned.
Horsepower is a function of mass flow (W,) in the engine which is di-
rectly proportional to the inlet cross-sectional area (L2). Weight is
a function of volume (L3). The natural corollary is the trend to
smaller engines and multi-engine installations. The latter provided
another benefit for helicopters: one engine inoperative (OEI) capa~-
bility.

Since a discussion of epicyclic gear systems would be incomplete with-
out turboprops, Figure 7 touches on this application. The 3-planet
epicyclic gear system is probably beyond the practical limit, the sun
gear being very small. The planetary reduction ratio of 1 + R/S = 13
is attractive, but the relative meshing frequency of n.P/S = 16.5 is
not. All of the epicyclic arrangements shown in Figures 5 through 7
have full-depth teeth with minimum clearances between planets. These
are high-density gear sets, much favored by gear designers.

Figure 8 is a graphic representation of the trends in planetary re-
duction ratios and sun gear meshing frequencies. These are diverging
curves, with the latter rising more rapidly than the former. A star
arrangement would displace the lower curve by one unit, but the slope
would be the same.

Figure 9 describes the two families of epicyclic gear systems: plane-
tary and star arrangements. Their names have their origin in astron-
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omy; planets orbit about the sun, and the stars are fixed relative to
the sun. Both arrangements have been used in aircraft applications,
but the planetary system is by far the more popular. The reason is
obvious: the gear designer obtains an additional unit of reduction
ratio with the same size star arrangement. The epicyclic gear systems
are also attractive for other reasons. Their high reduction ratios
fit well with high-speed aircraft gas turbines. Their multiple load
path provides a compact, high-density gear set which is lightweight
and of low volume.

The design constraints in epicyclic gear systems for aircraft applica-
tions are formidable. The system is designed for a non-catastrophic
failure mode: surface fatigue. The accent is on weight and volume.
Cost and the "ilities" (producibility, affordability, availability,
reliability, maintainability, vulnerability, and survivability) are
important considerations, too. However, the designer's first hurdle
is weight and cost. To avoid the unpleasant prospect of a good engine
dragging an inoperative engine, an over-running clutch is provided in
the drive system. The helicopter is essentially a constant-speed
machine while the turboprop is variable speed. For reverse thrust,
the propeller goes into reverse pitch, with the engine driving as in
forward thrust.

What are the pacing items in epicyclic gear system life? The sun gear
has the shortest gear life, and the planet bearing has the shortest
bearing life. The planet gears and ring gears follow in that order.
As previously mentioned, the gear mode of failure is surface fatigue
of the gear teeth. The planet bearing mode of failure is surface
fatigue of the inner race.

For a better understanding of epicyclic gear systems, let us consider
the applications of load and those features which will "respond to
treatment." The sun gear has many more applications of load than its
mating gears by the ratio of n.P/S. It drives on one side of the gear
teeth only -~ recall the over-running clutch. The planet bearing "sees'
double the useful, transmitted load, a condition which is inherent in
an idler bearing. The inner race is fixed in the carrier, with the
outer race rotating. (In many cases, the outer race is integral with .
the idler gear.) Being fixed, the bearing inner race is loaded on one
half of the circumference only. The planet gear teeth are subjected
to reverse bending, a condition also inherent in an idler gear. 1In
addition, the unit (contact compressive) stress is higher with the sun
than with the ring gear. Like the sun gear, the ring gear teeth are
loaded on one side only.

In the area of gear life, there is not 100% agreement among the heli-
copter manufacturers. One claims his gears have infinite 1life, that
his gears are replaced only when abused. Another calculates surface
fatigue life in accordance with AGMA Standards, ostensibly to replace
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the gears when their calculated life is used up. All recommend stock-
ing spares. A frequent mode of failure is reported to be scoring,
which is due to overtemperature and/or overtorque, oil interruption,
or loss of lubricant. Current practice calls for replacing "failed"
gears with new ones, so that otherwise perfectly good gears are re-
tired from service. '

Any criticism, however constructive, should be followed by a sug-
gestion of a better way. The change proposed herein would provide for
double duty of the epicyclic gears and planet bearings. The change
would provide fore and aft symmetry in the affected parts for rever-
sibility in service. Some of the parts affected already have that
capability. A limited survey of the field disclosed the following:

Currently in Use
Fore & Aft Part Reversed
Item Symmetry In Service
Sun Gear ‘No No
Planet Gear Yes No
Planet Bearing Some Some
Ring Gear Some ?

The 'sun gear would require special treatment in the helicopter appli-
cation. The main rotor shaft is inside the sun gear to provide the
maximum possible bearing span for the main rotor bearings. These
bearings straddle the sun gear and collector gear (bevel gear driven
by both engines of a twin-engine helicopter). Therefore, Figure 10
shows the sun shaftgear with an external spline which provides the
maximum gear ID.

The turboprop sun gear and some large sun gears in helicopters could
accommodate an internal spline which has the advantage of minimizing
the additional length needed to accept the fore-and-aft locking device
between the separable sun gear and shaft. Figure 11 shows an in-
ternal-external snap ring. This arrangement is akin to a piston ring.
The difference is that the '"cylinder'" has an internal groove into
which the snap ring expands during assembly. The sun gear incorpo-
rates four radial holes equally spaced at the snap ring groove for
disassembly.

Figure 12 shows a ring gear for a 2-stage planetary gear set in an
existing helicopter. The manufacturer achieved low cost by providing
identical epicyclics in both stages, thereby opening up the possi-
bility of a reversible gear for double duty. There would be no in-
crease in cost, in this case, but an increase in weight.

Figure 13 identifies the assembly/disassembly tools required for the
reversible sun gear which uses the internal-external snap ring. There
is no need to show the assembly tool. It is a piston ring compressor
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which is commercially available. The disassembly tool is a ring with
four radial screws, equally spaced. These screws would be positioned
over the radial holes in the sun gear which are located at the in-~
ternal snap-ring groove. They (the screws) would be turned in sequen-
tially to press the snap ring out of internal groove preparatory to
disengagement of the sun gear from its shaft. The latter operation
would be accomplished in an arbor press.

The change proposed herein is nat 100% gain; it is a tradeoff. For a
small increase in weight and flyaway cost, save in the cost of spares.
0f course, this change would have to begin with design and be imple-
mented in the field. However, the helicopter manufacturer's primary
concern in the area of cost is to be competitive in flyaway cost;
there is no incentive to increase flyaway cost now with the prospect
of recovering that cost in spares sometime in the future. Therefore,
a double-duty epicyclic system would probably have to begin with the
Government specs accompanying the RFP/RFQ for new helicopter systems.
Here again, the Government is inhibited by affordability, the cost of
acquisition.

There is another consideration, the intangible benefits to the user.
If and when the U.S. Army's helicopters are used in war, the lessons
of the last high-intensity conflict can be expected to be re-learned,
that there are never enough spares on hand. Whatever the intensity of
the conflict, there will be combat damage; there will be loss of lu-
bricant and/or loss of lube pressure. The double-duty epicyclic sys-—
tem could enhance the availability of helicopters by reducing the
incidence of AOCP (aircraft out of commission for parts) on account of
slight but otherwise disabling damage to one side of gear teeth and/or
to one-half the circumference of a planet bearing inner race.
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EVOLUTION OF EPICYCLIC GEAR SYSTEMS
AIRCRAFT APPLICATIONS

ENGINE EPICYCLIC GEAR SYSTEM

TYPE 10C R p

DECADE S " n S

RECIPROCATING 1950 1.3 20 3.0
TURBOSHAFT 1960 2.1 8 4.4
TURBOSHAFT 1970 2.8 6 5.4
TURBOSHAFT 1980 3.6 5 6.5
TURBOPROP 1960 5.4 4 8.6

MESHING FREQUENCY OF THE SUN GEAR RELATIVE TO PLANET IDLER:

fg p  WHERE n = NUMBER OF PLANET [DLERS |
g NS P = NUMBER OF TEETH IN PLANET IDLER
R = NUMBER OF TEETH IN RING GEAR
S = NUMBER OF TEETH IN SUN GEAR

TABLE 1.
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EPICYCLIC GEAR ARRANGEMENTS — THEN AND NOW
AIRCRAFT APPLICATIONS

1950
AIRPLANE

1980
HELICOPTER

FIGURE 5.
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INTERIM EPICYCLIC GEAR ARRANGEMENTS
TURBOSHAFT ENGINES

1960
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1970
HELICOPTER

FIGURE 6,
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EPICYCLIC GEAR ARRANGEMENTS
TURBOPROP ENGINES

1960
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19XX

FIGURE 7.
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EFFECT OF REDUCTION RATIO ON SUN GEAR LIFE
EPICYCLIC GEAR SYSTEMS
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ASSEMBLY/DISASSEMBLY TOOLS
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EFFECT OF ANTIMONY THIOANTIMONATE IN GREASES
ON ABRASIVE WEAR

J. P. King
Pennwalt Corporation
King of Prussia, PA 19406

Yayesh Asmerom
Pennwalt Corporation
King of Prussia, PA 19406

M. J. Devine
General Technology
Havertown, PA 19086

Abstract: There is a crucial need for effective lubricant
additives that are capable of preventing damage that may
occur due to contamination of lubricating systems by abra-
sive particles. This is an essential requirement for
lubricants used in equipment and military vehicles that are
operated in sandy environments. The effect of antimony
thioantimonate (SbSbS,) in three base greases—MIL~G-10924,
MIL-G-24139, and MIL-G-81322—was investigated. The pres-
ence of SbSbSy4 in these greases provided considerable im-
provements in weld point, load wear index, and wear preven-
tion properties with two different alloys. Moreover,
impressive wear resistance properties were imparted by low
concentrations of SbSbSy in these greases deliberately con-
taminated with hard abrasive particles. The combination of
outstanding EP and antiwear characteristics and anti-abra-
sion properties of antimony thiocantimonate makes this
material an attractive candidate as a grease additive. Ex-
tensive field testing of greases containing this material
is recommended.

Key words: Solid lubricant additive; antimony thioanti-
monate; abrasive wear; extreme pressure and antiwear prop-
erties; greases.

INTRODUCTION
Abrasive wear is well recognhized as the primary cause of
surface damage for military vehicles and equipment as well

as industrial machinery.l This form of wear is encountered
when foreign materials, e.g., sand, grit or other hard
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particles become entrained in the lubricant. Sources of
such hard particles include airborne contaminants entering
the system during equipment assembly or repair, finely
divided wear products from system components, fine debris
resulting from oxidation or corrosion, and operation in
sandy environments. Accordingly, a critical property of a.
lubricant material or additive is its ability to prevent or
minimize component wear in the presence of hard abrasive
particles.

Antimony thioantimonate (SbSbS,), when incorporated into a
number of selected greases as a solid additive at low con-
centration, imparts outstanding extreme pressure properties
on both chrome tool and stainless steels.2 An initial
evaluation of SbSbS; in several military greases was con-
ducted with the objective of selecting one or more of these
greases to be formulated with SbSbSy for field evaluation
involving sandy environment. To investigate additive re-
sponse in the presence of abrasives, a grit material having
precise composition and known particle size was incorpor-
ated into those greases with and without the presence of
SbSbS4. The extreme pressure and antiwear characteristics
of these greases with and without SbSbS, and MoS; as addi-
tives were determined and compared.

PREPARATION OF ANTIMONY THIOANTIMONATE (SbSbSy)

Antimony thioantimonate was prepared by the procedures as
previously described.? A large supply of this material was
synthesized in preparation for the coming field evaluation.

GREASES

Three fully formulated greases meeting the following mili-
tary specifications were used as base materials:

MIL~-G-10924 ~ Grease, Automotive and Artillery (GAA)

MIL-G-24139 - Grease, Multipurpose Quiet Service

MIL~G-81322 - Grease, Aircraft General Purpose Wide
Temperature Range

GRIT MATERIAL
The grit material used in abrasive study was supplied by
the A/C Division of General Motors Corporation, Flint,

Michigan. It has an average particle size of 60-80 u and
the following composition:
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5i09 68%

Fe03 5%
A1203 16%
Cao 3%
MgO 13
Na,0 5%

Ignition Loss 2-3%
TEST METHODS

Falex Machine

The abrasive wear study was carried out on a Falex machine
using AISI-C-3135 steel pins (Rp,87-91) and AISI-C-1137 V-
blocks (Ro20-24). The testing speed, temperature, and load
were 290 rpm, 77°F, and 100 lbs, respectively. The follow-
ing procedures were employed.

1. Test specimens (pin and V-blocks) were cleaned with
xylene followed by acetone and then air dried.

2. Test pin was inserted in pinholder.

3. Grooves of V-blocks were filled with grease sample and
struck flush.

4. V-blocks were set in their sockets.
5. Jaw loading assembly was mounted on lever arms.

6. Jaw load was brought to a gauge load of 100 lbs (manual
turning of ratchet wheel).

7. Drive motor was started and test run to 30 seconds, or
to failure if prior to 30 seconds. Failure was indi-
cated by rupture of pin or rapid torque increases above
40 in-lb and excessive noise.

8. Test pin was cleaned with xylene and acetone before
making visual observation.

Four~-Ball Testers {

The extreme pressure and antiwear properties of the greases
were determined on Shell Four-Ball EP and Wear Testers.
These testers consist of steel spherical specimens sliding
against each other. Weld points and load wear indices were
determined in a series of runs (10 sec., 1800 rpm at 77°F)
conducted at various loads, and scar diameters were meas-
ured after each run in accordance with ASTM-D-2596. Wear
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prevention characteristics were determined by measuring
scar diameters of test specimens after each run at speci-
fied rpm, load, temperature and duration (ASTM-D-2266).
Two alloys-—chrome tool steel AISI-C-52100 and stainless
steel AISI-440C—were used.

RESULTS AND DISCUSSION

Abrasive Wear Study

Abrasive wear tests were conducted with the Falex machine
for the three base greases (MIL-G-10924, MIL-G-24139, and
MIL-G-81392), the three base greases with 5% MoS,, the
three base greases with 5% SbSbSy, and same modified
greases containing abrasive particles. The results for the
abrasive wear resistance imparted by 5% concentration of
SbSbSy4 in MIL-G-10924 and MIL-G~24139 greases are presented
in Figure 1. It can be observed that severe wear and sur-
face damage occur with either MIL-G-10924 or MIL-G-24139
(both containing 5% grit); however, SbSbS, virtually elim-
inates such wear and surface damage. Wear effects were
also noted with MIL-G-81322 in the presence of abrasive
particles, although the base grease is originally formu-
lated to provide some degree of protection from surface
damage in sliding contact. The presence of SbSbS, further
improved the antiwear properties of this grease. The pre-
sence of MoS; in all the three base greases also provides
some degree of surface protection; however, by visual ob-
servation the results are not as evident in all cases as
those obtained with SbSbSy.

Extreme Pressure and Antiwear Properties

As indicated earlier, all three base greases studied had
been fully formulated at the source in order to meet the
military specifications, i.e., they contained additives.
Our primary interest was to improve abrasive wear resist-
ance of these greases by incorporation of SbSbS,; however,
the extreme pressure and antiwear properties were also ob-
tained in order to determine whether these performance
properties were further improved by the presence of SbSbSy,.

We found that the weld points and load wear indices of MIL-
G-10924 could be considerably improved by the presence of

1l to 5% SbSbSy. At 5% concentration of MoS,; no increase in
weld point of this grease was observed; however, its load
wear index was somewhat higher than the base grease. In-
deed, the EP properties of the base grease containing 1%
SbSbSy were found to be superior to those of the same base
grease containing 5% MoSj;. The antiwear characteristics of
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the base grease containing 1-5% SbSbSy showed slight im-
provement over its base grease. The experimental data are
recorded in Table I. A graphical comparison of the data
obtained on these greases is presented in Figure 2.

The weld point and load wear index of MIL-G-24139 contain-
ing 1% sbSbS, were significantly higher than those of the
base grease. The weld point and load wear index of the
base grease containing 5% MoS,; were lower than that of the
same base grease containing 1% SbSbS,. The wear prevention
characteristics of samples of the base grease containing 1%
SbSbS, and 5% MoS,, respectively, were comparable and were
a dramatic improvement over the base grease on both chrome
tool and stainless steels. The experimental data are re-
corded in Table II and a graphical presentation is shown in
Figure 3.

Because of insufficient supply of MIL-G-81322 grease avail-
able to us at this time, load wear indices were not deter-
mined. The weld points of MIL-G-81322 containing 1 and 3%
SbSbS, showed 25 and 100% improvements over the base grease,
respectively. With 5% MoS; a weld point increase of 56%
was observed. The base grease, as originally formulated,
showed good wear prevention characteristics on chrome tool
steel. No significant improvement of wear prevention char-
acteristics on both chrome tool and stainless steels was
achieved by incorporation of MoS; or SbSbS,; into the base
grease. The results are listed in Table III.

CONCLUSIONS

1. The abrasive wear resistance of both MIL-G-10924 and
MIL~-G-24139 greases was dramatically improved by in-
corporation of low concentrations of SbSbSy.

2. The extreme pressure and antiwear properties of three
base greases—MIL-G-10924, MIL-G-24139, and MIL-G-81322
—were greatly enhanced by using SbSbSy as a solid
additive. At a lower concentration this additive out-
performed MoS, in all cases.

3. Antimony thiocantimonate showed good response to both
chrome tool steel AISI-C~52100 and stainless steel
AISI-440C in all three base greases investigated.

4. If the presence of SbSbS, in these three base greases
does not adversely affect other properties such as
water washing out, rust prevention, drop point, etc.
(investigation of some of these properties is planned),
the use of SbSbS, as a solid additive in these greases
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should be highly beneficial.

These results with SbSbS, as extreme pressure and anti-
wear agent indicate potential for significant impact
covering major improvements for lubricating greases,
especially the current MIL-G-10924 (GAA) improvements
being pursued by the U. S. Army Mobility Equipment
Research and Development Command (DRDME-GL), Fort Bel-
voir, Va.
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Table I. Weld Points, Load Wear Indices, and Wear
Scar Diameters of MIL-G-10924 Grease

Containing Additives

1 1 Wear Scar2
Grease Composition Weld Point, LWI Diameter,
kg mm
MIL-G-10924 Grease (GAA) 160 29.3 0.62
" + 1% Sbsbs, 250 39.4 0.59
" + 5% Sbsbs, | 315 56.7 0.59
" + 5% MoS 160 38.4  0.57

2

l. ASTM-D-2596 - AISI 52100 Steel
. ASTM-D-2266 - 1200 rpm, 40 kg, 167°F for one
hour on AISI 52100 steel
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Table II. Weld Points, Load Wear Indices and Wear Scar Diameters
of MIL-G-24139 Grease Containing Additives

Chrome Tool

Steel 52100

Stainless Steel 440-C

Grease Composition Weld Pointl| LWIl |Wear Scar Diameter2| Wear Scar Diameter3
kg mm mm
MIL-G-24139 Grease (AMI) 126 14.1 2.17 3.48
"+ 1% sbsbs,’ 315 38.1 0.58 2.18
" + 2% SbSbS4 —— - 0.56 ————
" + 1% MOS2 - ——— 0.64 2.55
" + 5% MOS2 200 27.9 0.57 2.15

&> w N

ASTM-D~2596
40 kg, 77°F and

The presence of

1800 rpm for 5 min,
20 kg, 77°F and 1800 rpm for 5 min.

SbSbS,y in MIL-G-24139 did not cause copper corrosion accord-
ing to ASTM-D-130 (212°F for 1 h).



Table III. Weld Points and Wear Scar Diameter of MIL-G-81322

Grease Containing Additives

Chrome Tool Steel 52100

Stainless Steel 440-C

Grease Composition Weld Pointl Wear Scar Diameter2 Wear Scar Diameter4
kg mm ' mm
MIL-G-81322 Grease (MOB) 160 0.41 2.31
— " + 1% Sbsbs, 200 0.39 2.19
&
" + 3% SbSbS4 315 0.56 1.88
" + 5% MoS, 250 0.41 1.90

ASTM-D-2596

w N -

40 kg, 77°F, and 1800 rpm for 5 min.
20 kg, 77°F, and 1800 rpm for 5 min.
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n | 1. MIL-G-10924 (GAA)
-~ 2. GAA + 5% M082

- 3. GAA + 1% SbSbS4
4, GAA + 5% SbSbS4

] ] - l I | [

20 30 40 50 100 200 300 400 500
Load, kg

Figure 2. Wear Scar Diameter vs. Load; AISI-C-52100 Steel
Balls; 25°C, 1800 rpm, 10s
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Figure 3. Wear Scar Diameter vs. Load; AISI-C-52100 Steel
Balls; 25°C, 1800 rpm, 1l0s
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SILICONE BRAKE FLUID: THE ANSWER TO REDUCED
MAINTENANCE AND LONGER LIFE!

G. W. Holbrook
Associate Consultant
Dow Corning’'Corporation
2200 W. Salzburg Road
Midland, MI 48640

Abstract: One of the most costly maintenance items in a
motor vehicle 1is the hydraulic braking system. Studies by
the Department of Transportation indicate that on an average
the hydraulic braking components are replaced at least twice
during the life of a vehicle at a cost of $700 to $1000.

A thirteen-year development and testing program involving
the U.S. Army, the Department of Transportation, and the
silicone industry has resulted in the development of sili-
cone-based brake fluids. Extensive testing has demonstrated
the superior performance of these fluids which give promise
of providing a hydraulic system which will need no mainten-
ance for the life of the vehicle, exclusive of friction
materials.

Key words: Long life; reduced maintenance; silicone brake
fluid; U.S. Army.

A common goal of design engineers, maintenance engineers,
and equipment users is to reduce maintenance while increas-
ing durability and reliability. These goals are often in-
compatible without expensive and sometimes impractical engi-
neering changes.

Although often not recognized, one of the most costly items
in vehicle maintenance is the hydraulic braking system.
Studies by the Department of Transportation indicate that on
an average the master cylinder and wheel cylinders are re-
placed at least twice during the life of a vehicle.[1l] 1In

a fleet operation the average interval to the first master
cylinder replacement is 15.8 months or 35,000 miles and 17.2
months or 38,900 miles to the first wheel cylinder replace-
ment. [2]

Typical fleet practice is to perform a brake overhaul every
25,000 to 30,000 miles. Any hydraulic components which show
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signs of leakage are replaced. At this second maintenance
interval all components are automatically replaced, an oper-
ation estimated by one fleet manager to cost $350.00

Curiously, preventive maintenance programs sometimes obscure
the real cost of brake system maintenance since emphasis is
placed on reliability and elimination of unscheduled down
time. Fleet managers take pride in the fact that they have
no problems with hydraulic braking systems. Further discus-
sion often reveals that the lack of operational problems are
the result of a rigorous maintenance schedule. In one case,
examination of a vehicle record card selected at random
showed that nearly $1000 had been spent on maintenance of a
seven~year~old vehicle!

In 1967 the Mobility Equipment Research and Development Com-
mand recognized the need to reduce maintenance and to in-
crease reliability and life of braking systems on military
vehicles.

Primary emphasis was placed on an improved brake fluid rath-
er than hardware since major engineering changes in the
braking system were considered impractical, and was brought
about because of a need to use three brake fluids---an oper-
ational fluid for use in most theaters, an Arctic fluid for
low temperature use, and a preservative fluid, installed
whenever a vehicle was put into storage.

The logistics of maintaining three fluids in the supply sys-
tem, the cost of repetitive fluid changes, and the general
inadequacy of the operational fluid pointed clearly to the
need for a single fluid, suitable for all three types of
service.

An earlier unsuccessful evaluation of silicate esters and a
successful program to develop a silicone fluid for use in
rotary shock absorbers led the U.S. Army to initiate a joint
development program with the silicone industry.[3]

The rationale for selecting a silicone~based brake fluid is
brought into focus by a 1969 SAE publication entitled, "What
the Brake Engineer Wants From Brake Fluid."[4]

In that paper the ideal fluid was described as:

---having a high boiling point, preferable over 400°F which
is unaffected by any atmospheric condition.

---having the lowest possible viscosity at -40°F.
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~--being chemically inert, thermally stable, noncorrosive,
and having no effect on paint.

~--being compatible with every type of automotive brake
fluid and brake hardware on the market.

These criteria demonstrate an uncanny fit with the proper-
ties of polydimethylsiloxanes, popularly referred to as sil-
icones. These materials:

--~have a high boiling point, typically 700°F in the viscos-
ity ranges suitable for use in a braking system.

---do not attract moisture and thus will maintain their high
boiling points.

-~-~have the flattest viscosity temperature slope of any
known polymeric material.

---possess outstanding thermal, chemical, and mechanical
stability.

-—--are noncorrosive and do not attack paint.

An intensive development program over the next six years
produced fluids which appeared to meet all criteria for a
single, all weather fluid.

In March, 1973 a program was initiated by the Army to evalu-
ate the performance of silicone brake fluids in military
vehicles operating in a variety of climatic conditions.[5]
The fluids were field tested for two years in direct compar-
ison with conventional fluids at the Tropic Test Center
(Panama Canal Zone), Yuma Proving Ground (Arizona), and the
Arctic Test Center (Fort Greeley, Alaska).

The performance of the silicone fluids was reported to be
"significantly better than that of conventional fluids."

The differences were especially striking in the Canal Zone
where all conventional fluid-filled vehicles failed within
one year because of corrosion, with water contents reaching
15.7%. 1In contrast, the silicone~filled systems were in
excellent condition.

In Yuma, water contents reached a surprisingly high 8.4%,
and caused severe corrosion, although all vehicles completed
the two-year test. The condition of the silicone-filled
braking systems was judged to be excellent.
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In Alaska the test was conducted for only one year, primar-
ily to document low temperature performance. Even after one
year corrosion was noted in the polyglycol-filled vehicles.

As a result of these field test results a recommendation was
made that all military vehicles be converted to silicone
brake fluid.

The two-year field test, although impressive, did not truly
demonstrate the increased life and reduced maintenance af-
forded by use of a silicone brake fluid.

Our test fleet has spanned ten years and includes over 300
vehicles from all domestic and most foreign manufacturers.
Examination of components has documented that silicone brake
fluids will provide maintenance-free operation, exclusive of
friction materials, for the life of the vehicle.

One of our test cars was recently examined after seven years
and 123,650 miles. Water content of the fluid was 200 parts
per million. All components were found to be in new condi-
tion, with no evidence of bore wear, seal chipping or cor-
rosion, as shown in Figure 1. ,

In 1977 the National Highway Traffic Safety Administration
funded a contract to determine technical feasibility, ex-
pected economic impact and required lead times for a ruling
which would require a long life warranty for hydraulic brak-
ing systems.

The contract report[6] concluded, "The survey task uncovered
a body of testing data related to the use of silicone base
brake fluids. --- Evidence appears to be sufficient to sup-
port serious consideration of their use in candidate long
life braking systems."

Included in the recommendations were a number of engineering
changes which would have increased vehicle costs by $12.50
per vehicle and which in the opinion of this author would be
unnecessary. The incremental cost of OEM installation of
silicone brake fluid is estimated to be $1.50 to $2.00 per
vehicle.

Savings to the consumer, including the engineering changes
recommended by the contractor were estimated to be
$460,000,000 per year. Elimination of these engineering
changes would result in savings of over $500,000,000 per
year.

Legitimate questions have been raised concerning the risks

166




of substituting a fluid having substantially different chem-
ical and physical properties into a braking system designed
for polyglycol/polyglycol ether-based brake fluids.

These concerns included seal compatibility, the consequences
of the inevitable mixing of the two fluids and the effect of
water entry into a totally water intolerant fluid.

It has been demonstrated[7] that the base polydimethylsilox-
anes, which shrink brake system elastomers, will function
adequately in a braking system. However, government, mili-
tary, industry, and SAE standards require controlled swell
and a high degree of seal compatibility.

Elastomeric compositions used in braking systems are de-
signed around the properties of conventional brake fluids.
The task of formulating a silicone fluid to give controlled
response with four dissimilar elastomers having widely dif-
ferent responses to plasticizers proved to be formidable,
and was primarily responsible for the long developmental
phase of the program.

As a result of the intense concern over seal compatibility,
current silicone brake fluids are not only compatible with
brake system elastomers but have been shown to be superior
to conventional brake fluids.

In the most definitive study to date[8] "1200 immersion
tests were carried out at temperatures ranging from 0°F to
248°F with fourteen different elastomers and five different
brake fluids. It was found that silicone brake fluids per-
formed as well as/or better than conventional fluids. Ex-
tended periods of exposure did not reveal any deficiencies."

Deficiencies were revealed in conventional fluids when test-
ed outside the narrow ranges specified in current standards,
as follows:

SBR - Shrinkage at ambient temperature.
EP - Shrinkage at 0°F.
Neoprene - Excessive swell at elevated temperatures.

Federal Motor Vehicle Safety Standard 116 and MIL B 46176
contain provisions designed to ensure compatibility of sili-
cone fluids with conventional fluids. Although immiscible,
the fluids are compatible and mixtures perform well in a
braking system.

One vehicle in our test fleet operated for seven years and
93,000 miles on a mixture of 70% silicone and 30% conven-

167



tional fluid. Examination revealed a small amount of
sludge in the polyglycol layer and some surface staining.
However, there was no evidence of pitting, corrosion scale,
or seal damage.

This vehicle was placed back in service using all the origi-
nal components, this time using pure silicone brake fluid,
and has now passed the ten-year mark and has accumulated
170,000 miles.

As a result of the extreme hygroscopicity of conventional
fluids, water in a braking system has become an accepted
fact of life to brake engineers. As a result, the concept
of a totally water intolerant fluid was difficult to accept.

Extensive laboratory testing, plus well over four million
‘miles accumulated by our test fleet, has demonstrated that
water does not enter a silicone-filled system.

As manufactured, our silicone brake fluids typically contain
300 parts per million water. Humidification as specified in
FMVSS 116 gives approximately 350 parts per million.

Ten vehicles were examined for water content after service
use ranging from two to six years and mileage ranging from
6000 to 60,000. Water contents averaged 270 ppm.

The effect of direct addition to the master cylinder has
also been addressed. Stroking data at high and low tempera-
tures, submitted to the SAE Motor Vehicle Brake Fluid Sub-
committee, [9] showed that water added to a silicone-filled
system remained localized in the master cylinder and had
little or no effect on performance; in a glycol-filled sys-
tem the water migrated rapidly through the system, causing
vapor lock at elevated temperatures and sluggish to inopera-
tive brakes at lower temperatures.

Given the high levels of water typically present in a glycol
filled system and the rapid migration of additional water
through the system, these studies indicate that direct entry
of water via the master cylinder would have a more deleteri-
ous effect with "water tolerant" polyglycols than with non-
water tolerant silicones.

Summary
The seemingly incompatible goals of reducing or eliminating
brake system maintenance while increasing durability, relia-

bility and service life are clearly attainable and cost ef-
fective by use of silicone brake fluids.
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This is best demonstrated by the title of MIL B 46176,
issued in March, 1974:

"Brake Fluid, Silicone, Automotive, All Weather, Operational
and Preservative."
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THE REQUIREMENT OF LUBRICATION SYSTEMS
IN MAINTENANCE PROGRAMS AND NEW
DEVELOPMENTS TO ENABLE MORE
PRECISE CONTROL

C. Trainer
Interlube Systems, Ltd.
Plymouth, Tingland

D. R. Rokos
Interlube, Inc.
Bensenville, Illinois 60106

A prime part of any maintenance program is the prevention of
damage to moving parts, positive accurately controlled lubrication
is essential to avoid costly breakdowns and to extend life of plant in
its operational environment.

In simple terms effective lubrication is achieved when a film of
lubricant is maintained between two surfaces in relative motion, this
is generally termed as a Hydro-dynamic condition.

To maintain this condition lubrication systems are designed to
supply quantities of lubricant either cyclically or continuously, the
former more generally used enabling simplicity of machine design, this
in turn creates problems of system design where outputs of lubricant
injectors must be accurate and the timing of injection critical.

In recent developments it is possible to supply lubrication
systems  with inbuilt diagnostic controls which monitor all functional
aspects including the actual passage of lubricant as it is discharged
from the injector into the bearing. This latter development has been
made using latest technology and removes maintenance engineers'
anxiety and concern in being sure that lubricant has reached the
moving parts and has not been dispensed via broken tail feed tubes
or that a particular system injector has not operated.

The purpose of this paper is to examine the concept of
lubrication in its use and to highlight developments which lead to
more precise control and ensuring protection Of costly moving parts
which in turn leads to higher productivity.
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FUNCTION OF LUBRICATION

To reduce friction or resistance to motion.

DEFINITION OF FRICTTCN

Friction is defined as 'that force which acts between two bodies at
their surfaces of contact so as to resist their sliding upon each other'

TYPES OF FRICTION

1.

Solid Friction:— two components in contact and relative
motion. 70 sustain this motion great effort is required
and heat generated.

Rolling Friction:— one component rolling on the other.
Here at first glance there would appear to be no friction
at all, other than the resistance of the atmosphere.
However, we find that there is no perfect rolling action,
some sliding or solid friction is always present.

Fluid Friction:- two components in relative motion
prevented from making contact by a film of fluid lubricant.
Here the friction depends on the fluid lubricants' ability
to slide within itself. The effort required here to sustain
movement and the heat generated is minimal. This is
generally termed 'Hydro—dynamic' lubrication.

HYDRO~DYNAMIC LUBRICATION

Hydro-dynamic lubrication is achieved when a complex number of
considerations which include type of 0il, loads movement, amounts of
lubricant to be supplied etc., are combined together to give the
effect of a wedge of lubricant separating the asperities of solid
bodies while in relative motion.

Let us consider a journal bearing through its cycle of rest and work:-

a)

b)

When the journal is at rest practically all the lubricant
has been squeezed from the load area.

When rotation starts, with the clearance space filled with -
0il, the journal will tend to ride up the bearing surface
and in so doing will entrain some lubricant which will pass
between the journal and bearing surface. A wedge of oil

is developed which will support the journal whilst it
proceeds to rotate (see Diagram 1.).

This is the easiest example to show and understand. The principle
remains the same for linear and oscillating bearings, with the wedge
being assisted by lubricant 'ways' and the surface texture of the
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FORMATION OF FULL FLUID
FILM IN A JOURNAL BEARING

POSITION A

(at rest)

POSITION C
(normal speed)

oil film
supports

LOAD gk\

N
DIAGRAM 1. \
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moving bodies.

Hydro~dynamic lubrication is a most effective method of minimising
wear and surface damage.

FLUID LUBRICANTS (OIL AND GREASE)

0il offers advantages over grease since 0il feeds more readily into
the loaded contact area of a bearing. There is no known limit to the
speed which can be attained with the correct amount of 0il lubrication
provided that the oil is delivered in correct quantities, at correct
intervals, and is fluid enough to reach and support the moving parts.

Under certain conditions the plastic nature of a soap—thickened oil
is prefered to the fluidity of a lubricating oil. Such a mixture of
oil and soap constitutes a grease, the resultant lubricant is capable

of forming a plastic lubricating film. Generally speaking greases are
recommended where:—

a) mechanical design would result in excessive 0il leakage.

b) in industries where excessive 0il leakage might result
in contamination of the finished product.

c) on slow moving parts which would have long intervals between
re-lubrication.

DEFINITION OF OIL AND GREASE

1) O0Oil is a true 'Newtconian liquid' which means that the
molecules of which the oil comprises slide over each other
at a rate directly proportional to the force tending to
make them slide.

2) Grease is defined by the American Society for testing and
materials (ASTME designation D-288) as follows.
'A solid to semi-fluid product of dispersion of a thickening
agent in a liquid lubricant. Other ingredients imparting
special properties may be included.'

By definition grease is merely a lubricating oil plus a thickening
agent.

0il is therefore better suited to attaining efficient lubrication
between moving bodies than grease.
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OBJECTIVES OF PROGRAMMED LUBRICATION
The Four Rights:—

1) Right type in.
2) Right amount at.
3) Right place at.
4) Right time.

Resulting in:—

a) Safety of personnel.

b) Uninterupted production.
Cc) Extended machinery life.
d) Good housekeeping.

e) Lower operational costs.

CENTRALISED LUBRICATION SYSTEMS

Centralised lubrication systems fall into two main headings:—

1. Total loss systems — where lubricant is supplied in small
quantities at pre-determined intervals, worked by the
bearings and lost in the process.

2. Recirculating systems - where lubricant is supplied in
flood quantities continuously to bearings, -the lubricant
that is not used is captured and returned to a sump oOr
reservoir and re-cycled.

It is quite common to f£ind both types of system on the same machine.
Total loss supplying lubricant to slides, exposed bearings, or
anywhere that design limitations make it impracticable toO capture
and re—-cycle excess oil.

Recirculation systems in gear-boxes or enclosed housings where excess
lubricant can be easily contained.

The two types of systems are subject material, each worthy of it's

own paper. This paper will concern itself with the total loss system
which is in daily use on virtually every moving mechanism.
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TOTAL IOSS CENTRALISED LUBRICATION SYSTEMS

These systems can be divided into two main categories:—

1. Single line resistance systems.
2. Positive Displacement systems.

1. Single Line Resistance Systems

General description:- a prime mover forces a pre-determined volume
of o0il, under pressure, into the distribution system. O0il is
apportioned to each bearing based upon its individual requirement by
means of resistance fittings or fixed orifice flow control units.

The interval between shots of lubricant is controlled in various ways,
but the two most common are:-

i) build-up and discharge of a spring loaded accumulator.

ii) through an electronic timer switching a motorised gear
pump on and Off.

The electronic timer offers the most scope in setting parameters,
and modern controls combine: a motorised gear pump in a reservoir,
electronic timer with capacity to monitor low-level and pressure
failure, incorporating inter-face facility to m/c panel, all housed
in one unit.

A typical system layout is shown below:=

PRESSURL
SWITCH

To FPressure Switch

To Control Centre

TYPICAL
searing O FLow
LINE

UNITS
FILTER O O

to m/c

|
|
|
|
|
l
Interfacel
|
|
|
i
|
|
1

CONTROL CENTRE
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SYSTEM ANALYSIS
a) Suitable for oil only.

b) Manual or automatic.
¢) Out-put pressure from prime mover 40 - 100 p.s.i. normally.
d) Monitoring available on basic system

i. broken line (i.e. pressure loss)
ii. filter blockage
iii. main line blockage

iv. low level

e) Installation relatively simple. Flow units compact and can be
fitted direct into bearing housing

f) Low pressure system with small orifices. Flow units can be
prone to blockage (not monitored by basic system).

g) Adding or subtracting lubrication points to a system can cause
the system to go out of balance.

h) Blocked flow units should never be drilled-out to clear, as this
changes the flow characteristic, but should be re-placed by a
new unit.

i) In general, if a resistance system has been in service for
sometime and a flow unit blocks—-off, it is better to replace all
flow units as their condition is usually related.

2. Positive Displacement Systems

These systems can be sub-divided yet again into:-
i) single line simple positive displacement injectors systems.

ii) single line series or progressive positive displacement
systems.

iii) dual line positive displacement systems.

These three variations represent the more common positive displacement
systems in use today.

i) Single Line Simple Positive Displacement Injector

General description: the method of controlling the amount of
lubricant supplied per cycle is through positive displacement
injectors, which can be likened to single acting hydraulic piston
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pumps. The best way to show how they work is in diagramatic form:=—

a)

c)

At rest Delivery of tubricant Transfer of lubricant

At rest: prime-mover is at rest. No oil is being pushed around
the system,

Delivery: prime-mover is switched on and oil is pushed into the
main line, building up the pressure. At a pre-determined pressure
the cup~seal on the inlet to the P.D.U. is pushed forward against
the central tube, sealing the tube. As the pressure continues to
rise the outer lip of the cup-seal collapses and allows lubricant
to pass. The lubricant goes through the spider, supporting the
central tube and onto the back face of the piston, pushing the
piston forward displacing the lubricant in front of the piston,
forcing it out of the injector, through a hole in the side of the
tube and finally into the bearing. When the piston reaches its
'stop' no more lubricant is delivered to that bearing during this
cycle. By varying the stroke of the piston the amount of
lubricant delivered is increased or reduced.

When all the pistons in the injectors of a system have moved
forward, the delivery of lubricant to that system for that cycle
is complete, and although the prime-mover will still be operating
its output being by-passed to the reservoir, no more lubricant

is delivered to any of the bearings and eventually the prime-mover
is switched off.

Transfer of lubricant: when the prime-mover is switched off, a
pressure residual relief valve opens in the main line and reduces
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the pressure back to atmospheric, the excess lubricant being
returned to the reservoir.

This fall in main line pressure allows the cup-seal to expand
back to its normal state, sealing-off the inlet of the injector and
acting as a non-return valve.

The spring is now dominant and pushes the piston back, but the
lubricant behind the piston cannot travel past the cup-seal. The
cup-seal is thus lifted back off the central tube, allowing the
Iubricant to travel down the tube, transfering from the back of
the piston to the front, as the piston moves.

Note:- The piston is moving on a shaft so the displacement of
Iubricant on both sides of the piston is equal, making it
impossible to draw lubricant back from the bearing.

d) At rest: as a) awaiting the start of the next cycle, when the
prime-mover is switched on.

The principle outlined in a) to d) is common to this type of system
although the technique may change from manufacturer to manufacturer.

The interval between cycles for this system is usually controlled by
a motorised gear pump operated by a timer. As with the Resistance
System the modern controller is of the combined type, i.e. motorised
gear pump, electronic timer etc.

A typical system layout is shown below:-

PRESSURE

SWITCH
To Fressure Switch

To Control Centre

Interface
to m/c

-7
|
1

|
- P.D.
.. “{JinaecTor

LINE TYPICAL
FILTER BE ARING

CONTROL CENTRE
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SYSTEM ANALYSIS

a) suitable for o0il or in some cases semi~fluid grease up to
Index 'O'. '

b) manual or automatic.
c) out-put pressure from prime-mover normally around 300 p.s.i.
d) monitoring available on basic system

i) broken line anywhere in circuit.
ii) filter blockage.
iii) main line blockage.
iv) low level.
e) installation relatively simple. Positive displacement units are
compact and can be fitted direct into bearing housing.

f) injector design makes a blockage or piston seizure a rarity, but
should one occur the basic system does not monitor.

g) adding or subtracting lubrication points to a system is no
problem.

h) positive displacement gives specific amounts of lubricant,
delivered to bearings from .03cc per cycle upward. Amounts vary
with manufacturer.

i) performance unaffected by back pressures.

j) failure of one lubrication point does not prevent others receiving
the correct amount of lubricant.

k) a flexible system, widely used on medium to high production plant
Iubricated by 0il or semi-fluid grease.

ii) Single Line Series or Progressive System

General description: the method of controlling the amount of
lubricant supplied per cycle is a combination of prime-mover output
and spool-valve movement.

The operation of the spool-valves is best observed in diagramatic
form (see overleaf) :~
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Fig. 3 shows the pressure path,
i.e. dark shaded area when spool
g three has moved across. From this
1 4H ANNHS 4 it can be seen that the pressure
4 1 is now back on spool one but this
time pushing the spool back and
2 QR e Mo S delivering lubricant out of exit 4
as indicated by light shaded area.
\ 6 Thus the cycle continues pushing
NH spools two and three back and then
starting all over again (see Fig.l)
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The three element block described (i.e. three spools) is the smallest
block that can operate within the series principle. Larger element
blocks (i.e. 4, 5, 6 etc.) operate in exactly the same way i.e. spool
1 then 2 then 3 etc., until the end one is reached and the whole block
of spools starts to move back in sequence, spool 1, then 2, then 3 etc.

It may be noted at this point that if pressure is maintained on the
inlet line the block will c¢ycle over and over again. When the block
has completed one cycle the prime-mover has to be switched off
immediately or the block will begin to cycle again.

The interval between cycles for this system is usually controlled by
a timer operating a single or double acting air or hydraulic piston
pump with adjustable stroke. Motorised pumps can be used but are
not as easily controlled.

The timer normally has capacity to monitor for lubricant level and
end of cycle switching, incorporating an inter—-face to the m/c giving
shut~-down facilities.

A typical layout is shown below:—

TIMER . RESERVOIR

AIR LINE ADJUSTABLE
AIR PUMP STROKE

fy!

SOLENQID
VALVE

o

O—
END OF CYCLE
SWITCH

560

TYPICAL
BEARINGS

20 <
1119

TITY
I

SERIES BLOCK
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SYSTEM ANALYSIS

suitable for o0il or grease up to Index 2.

a)

b) manual or autcmatic.

¢) output pressure from prime-mover up to 2000 p.s.i.
d) monitoring available on basic system.

i) blockage anywhere in the circuit.
ii) main line broken.

iii) low level.

e) installation is complex. Blocks are bulky because the positive
displacement spools are part of the block.

f) the spools are match-ground with bores, this means small particles
of contaminent either in the lubricant or in the pipe cause the
spools to bind. This is monitored by the basic system as a
blockage. Broken pipes from block to block or block to bearing
point cannot be monitored by basic system.

g) adding or subtracting points on a system is comparatively complex.

h) positive displacement gives specific amounts of lubricant delivered
to bearings.

i) failure of one spool to deliver lubricant stops all other spools
operating.

j) series systems are probably the only practical, cost effective
means Of applying measured amounts of grease to the lubrication
points on small and medium machines. However, for oil systems the
complexity of installation and lack of layout flexibility may out-
weigh any advantages over other Positive Displacement types.

iiji) Dual Line Positive Displacement Systems

General description: the method of supplying lubricant is by movement
of spool valves operating main pistons. Each spool and piston operates
independent of the others in the system. This is achieved by
connecting the P.D. units in parallel and supplying pressure to one
side of the spools via the first main line, when all the main pistons
have moved their full travel a reversor valve, operated by pressure in
the main line, changes the out-put of the prime-mover to the second
main line and relieves the pressure in the first main line, allowing
the spools to be pushed back by the pressure in the second main line.
The main pistons travel back. As the pressure builds up in the second
main line the reversor Operates again and the cycle begins again.
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A typical valve arrangement is shown in diagram form below:-

I INDICATOR

Fig. A) ILubricant from main line 1 pushes
down the spool valve. Main piston is forced
downwards delivering lubricant below piston
through outlet 'B' to bearing.

MAIN _|*
PISTON |-

spooL | TR 2
VALVE  Fc o it e

Fig. B) Main line 1 depressurised. Main
line 2 pressurised lifting the spool valve.
Lubricant above main piston is delivered
through outlet 'A' to bearing.

The interval between cycles for this system is controlled by a timer
switching a prime-mover. The main line reversor is usually automatic,
and the timer switches off the prime-mover when the second line
pressurises.

A typical system layout is shown overleaf:-
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pump
and
RESERVOIR
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SECONDARY LINE typical

BEARING typical O

SYSTEM ANALYSIS

a)
b)
c)
d)

9)
h)

i)

J)

suitable for oil or grease.
manual or automatic.
out-put pressure from pump up to 5000 p.s.i.
monitoring available on basic system.
i) broken main line.
ii) main line blocked.
iii) low level.

installation complex. Two main lines instead of one and blocks
are large.

system operates with spools again prone to seizure. Not monitored
by basic system.

adding and subtracting points tO a system no problem.

positive displacement gives specific amounts of lubricant
delivered to bearing.

failure of one spool or main piston to operate does not prevent
other points from being lubricated.

these systems are capable of applying grease to widely separated
lubrication points on very large machines. Main application in
steel industry and similar large equipment users.
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LUBRICATION SYSTEM DIAGNOSTICS

All the systems we have looked at have their applications where they
can be used to their best effect, but each system has disadvantages
that cannot be overcame by layout or system design. These
disadvantages are inherent faults that makes the system prone to
failure, resulting in a starvation of lubricant to one or more bearing
points.

As we have seen, some systems will monitor broken lines, others will
monitor a blockage, but there is no basic system that will fully
monitor the passage of o0il to the bearing.

It is possible to add micro-switches, mechanically operated by
plungers attached to individual P.D. units. It is possible to add
pressure controlled micro-switches to each secondary line from the
series block to the bearing, all in an effort to monitor that
Iubricant has entered the bearing, and all of these methods adds more
complication, more moving parts to go wrong. In the end they are just
not reliable.

The answer to the problem has been found using modern micro-electronic
technology.

GENERAL DESCRTPTION

A transducer assembly has been designed for fitting into the bearing
lubrication entry point. The transducer has no moving parts. It
signals to a console that lubricant has flowed past it into the
bearing during a lubrication cycle.

When the console received a signal from one of the transducers in a
system the console records that as a good point. At the end of a
lubrication cycle any points monitored by the transducers that have
not past lubricant are shown on a numbered read-out. The maintenance
engineer reads the number of the lubrication point or points which
has failed. That number corresponds to a reference on a lubrication
circuit layout and the engineer is pointed quickly and accurately to
the heart of the problem. Cutting maintenance and down-time to a
minimal, but the main advantage is that the lubricant starvation has
become obvious before it has become costly.

ANALYSIS

a) the system is called LUBESCAN.

b) it can be fitted to any of the lubrication systems previously
discussed.

c) the system indicates that lubricant has passed into the bearing.
Should lubricant not flow past a transducer for any reason, e.g.
blockage, broken line, pump failure etc., then the system will
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indicate the bearing or group of bearings not supplied with lubricant.

d) transducers do not have to be fitted to every lubrication point on
a system. If required, only selected points may be monitored.

e) installation is simple and transducer assemblies are compact.
f) LUBESCAN can be retro-fitted to existing lubrication systems.

Cable Socket Oil Flow

Flow
Transducers
115

Visual
indication

Transducer
Body

Pressure
Switch
Audible [ 1

ROER /4 0.4 Float waming /7 N\

o Pump SIW Horn
Bearing

Pump
Reservoir

Transducer  assembly Lubescan - console

IN CONCLUSION

This short appreciation of industrial practices, the importance of
correct lubrication and the comments on the most widely used systems
will, we hope, give you a better understanding of this topic.

Everyone knows moving parts require lubricating to keep them working
properly, but how many people fully realise the improvements in overall
performance which can be achieved by lubricating bearing areas
correctly. This is an area where the preventitive maintenance engineer
has a tremendous influence. An area oOf vital importance to plant
engineers who are responsible for achieving agreed levels of production.

A major part of our activity is advising designers and users of
machinery on the best way to lubricate their products or plant. This
is a function we feel particularly well qualified to perform since we
have available a wide range of lubrication equipment.

If you need any assistance on specific applications we shall be

delighted to place ocur considerable technical resources at your
disposal. ‘
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CONCEPTUAL PROPOSAL FOR SELF-LUBRICATING
HIGH CARBON PISTON RING STEEL

Philip O. Badger
P, 0. Box 54, Washburn Branch
Waterloo, Iowa 50706

Abstract: Molybdenum disulfide bonding to high carbon in-
terstitial alloys utilized in the manufacture of piston
rings is performed at an intermediate stage of the steel
making process when voids existing between surface asperi-
ties are pronounced. Subsequent steps in the traditional
steel making process impregnate the lubricant into the
outer periphery of the cross-section by mechanical pres-
sures. The alloy produced maintains the same physical prop=-
erties such as yield strength and Rc hardness specified for
piston ring stock but exhibits a sustaining self-lubrica-
ting characteristic of a bearing material.

Key words: Carbide precipitation; decarburization zones;
implantment by mechanical inclusionj macro-molecular clus-
tering; molybdenum disulphide imbedment.

It has been demonstrated in applicable dry solid lubrica-
tion investigations that molybdenum disulfide (MoSp) has
proven to be a versatile lubricant. Inherent basal cleav-
age intrinsically occurring within its atomic structure
causes low lamellar shear strength. This property contrib-
utes to superior anti-friction and lubricity properties.

In prior work by the author in motor spring applications an
inorganic bonded film containing MoSo, was utilized to im-
prove dynamic torque levels, This property has proved ex=-
tremely useful in various MT fuze designs related to ord-
nance applications. Horological mechanisms of the classi-
cal design using escapement assemblies have in certain
instances been operated 300% longer than those not using
the coating before rewinding was required. These increased
performance levels were a product of reduction in the ki-
netic coefficient of friction between the spring leaves
during the unwinding process; from fully wound to fully ex-
tended. Also associated with these torque measurements, in
the dynamic state especially, was a dramatic reduction in
stick=-slip phenomena historically associated with main-
spring application technologye.
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Pursuant to this prior activity, a proprietary technique
was developed for application of the bonded film containing
MoSp to various substrates that has proven to be extremely
cost effective. It is applied in a "coil to coil" opera-
tion at reasonably rapid rates. Adhesion properties of the
film to the substrate has in all cases proved outstanding.
The process also has demonstrated an ability to apply a
uniform thickness to the surfaces of the substrate (as
ultra thin as .00015" or as much as .0005" depending on
thickness desired) irrespective of cross-sectional area or
gquantity. Due to this process, it is possible to apply a
bonded film containing MoS2 to metallic substrates of vary-
ing elemental composition at an intermediate stage of pro-
cessing.

It should be noted that conventional application of bonded
films of various dry film lubricants have traditionally
been applied by spraying or dipping methods and subsequent
drying and/or baking. These methods have precluded a pro-
cedure for applying lubricants at the intermediate stage of
processing, as suggested herein., Most commercially uti-
lized bonding agents react slowly. The bonding agent used
in the "coil to coil' procedure reacts very rapidly permit-
ting a recoiling operation immediately after the solvent is
flash evaporated.

Certain piston ring materials now being used in internal
combustion engines are fabricated from alloy variations of
high carbon steel. Some of these materials are furnished
to piston ring manufacturers by steel suppliers in flat
strip cross-sections; for example, .024" x ,105", These
materials are produced by a combination of cold working and
tempering in order to achieve suitable strength and hard-
ness parameters for application in the piston assembly.

In the process, breakdown sizes of lerger diameters than
the finished size in terms of cross-sectional areas are
produced from larger diameter hot rolled stock, To relieve
the stock from dislocation of its crystal lattice at these
various breakdown sizes an annealing operation is done at
the metals "“recrystallization temperature"” which relieves
residual stress and restores the alloy to its original
state., This condition then permits further cold working.

A by-product of the annealing process not frequently dis-
cussed is a phenomenon called "carbide precipitation". The
formation of the precipitates in interstitial alloys gener-
ally speaking is a process best described as macro-molecu-
lar clustering which causes asperities in the surface
finish. At the termination of the annealing cycle cooling
period the voids caused by precipitation are more pro-
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nounced than they are when the finished surface is reduced
to final size., Also occurring during the annealing pro-
cess is the discharge of carbon monoxide (C0) and carbon
dioxide (COp) creating decarburization zones. Typically
these zoneg in highly interstitial alloys such as the one
being discussed is between .001" and .002". To control
this phenomenon, many producers have started using vacuunm
melting procedures and other control measures during the
annealing cycle. (DI‘. John Smith (1))

The proposal being made herewith entails incorporating an
intermediate process subsequent to annealing, and before
reducing to final size and tempering. This process would
lubricate the substrate in a "coil to coil" operation with
a solid lubricant as discussed previously. At this stage
of processing, the lubricant would then be imbedded in the
micro-voids or surface imperfections that result from car-
bide precipitation and decarburization. It has shown thet
by sandblasting or phosphating various alloys preparatory
to being treated with MoSp bearing lubricants, "micro res-—
ervoirs" form in their surfaces that are used for storage
areas for the lubricant and "suggest that this is essen-
tially what is occurring in the case of optimum surface
finish." (M. Je Devine et al (2))

It has been shown that the formation of the transferred
film appears to be primarily a mechanical process with
three distinct processes: (&) direct imbedding of the
solid into a softer surface, (b) deposition of the solid
into surface depressions generated in the substrate during
sliding by the abrasive action of the solid itself, (c) de=-
position of the solid into the surface depressions charac-
teristic of the original surface finish and surface hard-
ness of the substrate., (J. K. Lancaster (3,4))

Since the surface hardness of the steel substrate will be
less after annealing than it will after final drawing and
tempering, the MoSo> can be applied most effectively at this
time, Then during final drawing, the extreme pressures
developed will imbed the MoSp into the surface of the steel.
Also, the anisotropic properties of MoSo permit the mater-
ial to partially penetrate the bottom of the reservoir
voids more so than would be possible when applying the lu~
bricant to a substrate with a high superficial hardness.

When the resulting substrate is in & "prelubricated condi= -
tion" and is then reduced 60-70% in cross-sectional ares,
plastic deformation or dislocation occurs in the grain
structure of the alloy. An essentially spheroidal grain
structure characteristic of the annealed condition of the
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substrate will be changed to a hyper-~extended or elongated
grain structure. MoSpo molecules existent on the surface of
the steel will ease the frictional pressures when the ma-
terial passes through the wire drawing dies and will shear
along the basal plane, Inherent to this process, however,
would be the implantation by mechanical inclusion of the
s80lid lubricant into the surface depressions (surface im=-
perfections) characteristic of the post-treated surface of
the substrate,

It is noteworthy to consider that the alloy is essentially
unchanged from an elemental composition point of view., As
a result, work hardening properties, hardness characteris-
tics and yield strengths are the same. However, due to
trace amounts of MoSp implanted and included on the outer
periphery of the cross-~section, improved bearing properties
favorable for reduced friction and increased wear perfor-
mance would exist.

The alloy produced would have desirable "bearing proper-
ties" but the essential properties necessary for piston
ring applications would be uncompromised.

Radial wear characteristics of piston rings have been com-
pensated for in some mechanical designs by utilizing a
material with "spring" properties, that exert an outward
force on the cylinder wall due to inherent elasticity of
the material. This design acknowledges the fact that wear
will take place. From a cross-sectional standpoint, the
lubricant would not only be present on the wear surface
which is the smallest of the keystone surfaces employed,
but also homogeneously present on the surface fit into the
piston grooves which is the larger surface, When exhaus-
tion of the lubricant occurs in the outer periphery of the
ring, it would be replaced by that present in the adjoining
micro-radial cross-section. Plate (1) illustrates the
cross~sectional lubricant implantment in the ring and shows
how supplemental lubricity can be anticipated.

This alloy would then be able, for the life of the ring, to
supplement normal lubrication between the piston ring and
cylinder wall that is mainly hydrodynamic, Piston rings
treated in this manner would be sble to perform more effi-
ciently some of the required functions demanded from tradi-
tional bearing materials, They are as follows:

1. Withstand high loads at appropriate operating tempera-
tures,

2. Operate for short periods of time with only boundary
lubrication.

190




Mechanical drawing of this plate are efforts of Julia Fish,
Senior, Mayo High School, Rochester, Minnesota.

PIATE ONE
PISTON ASSEMBLY

CYLINDER
WALL

O

When the implanted MoSo, is exhausted on surface one (1) it
will be replaced by implanted MoSo, on surfaces two (2)
nearest the cylinder wall,
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3 Redistribute local high loads,.

4, Improve wear characteristics of the mating surface due
to inherent anti-friction properties,

Practical benefits such an alloy would yield are beyond the
scope of this proposal. However, the alloy would tend to
reduce wear of the cylinder wall in an internal combustion
engine at top and bottom dead center of the piston assembly,
in the areas of the cylinder wall where o0il films are un-
able to accumulate in sufficient film thickness due to the
reciprocating action of the piston assembly. Also, the
pistons and rings have zero velocity at dead centers so
that the hydrodynamic requirement of relative velocity be-
tween opposing surfaces is not met and lubrication must
rely upon the squeeze=film effect in these areas. (E. R,
Braithwaite et al (5)) Parallel studies by numerous others
confirm this finding since cylinder wall wear in life cycle
testing is greatest in the precise areas opposite these two
piston operating positions. The proposed alloy would pro=
vide beneficial supplemental lubricity because of the im-
planted solid lubricant. Thus increased wear performance
is reasonably anticipated.

A residual benefit worth considering would be the reduction
of initial scoring of the cylinder wall during break-in by
the mating ring. This would be due to a smoother surface
on the ring and also due to initial dry lubrication pre-
viously determined to be a positive benefit to general en-
gine performance. :

A project to produce this alloy to determine beneficial ef-
fects with respect to friction and wear is proposed. LEn=-
gineering disciplines including these which consider the
metallurgical properties of the alloy need to be employed
in order to establish the extent to which the alloy will
make positive improvements in the operation of the piston
and cylinder of the internal combustion engine.

The exact nature of the research will depend on the type
and amount of information desired by the funding agency.
Pursuant to this goal officials at the Department of Trans-
portation employed by The Bureau of Basic Automotive Re-
search have been contacted.

The author wishes to acknowledge the assistance provided by
Dr. Arthur Akers, Professor of Engineering Mechanics and
Dr. Paul W, Barcus, Assistant Dean, both of the College of
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Engineering, Iowa State University of Science and Technolo-
gy, Ames, Iowa in the preparation of this paper.
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THERMAL DEPCSITICN SYSTENMS FCR INPRCVED MAINTENANCE

Vincent J. Lanza
Government larketing Manager
NETCC, Inc.
Westbury, New York 11590

Abstract: The military has a continuing need to improve the
service 1life of its equipment. The Navy with its ships and
shipboard equipment exposed to marine environment, as well
as erosion and wear, has an everlasting requirement to keep
its equipment in readiness. The Navy builds its ships to
have a thirty (30) to forty (40) year service 1ife. The
latest designs of these ships are the DD963 Sprunce Class
Destroyer and the Frigate Class Ships. This paper will
attempt to describe the applications implemented aboard
ships of this class dealing with corrosion, erosion and
wear. We will also attempt to describe the equipment, along
with the application, and their respective economical advan-
tages. The Navy being one of the forerunners using this
process, is by no means the only one. The Army has imple-
mented applications in its new gas turbine used in the XMl
Tank. In attempting to stress the use of the flame spray
process, guidance 1s recommended. The new industry and
program to be discussed in this paper will be the diesel
rebuilt market and the applications already implemented by
the original equipment manufacturer.

Key words: Thermal deposition systems; plasma coatings;
aluminum non-skid coating; corrosion control; thermospray
process; erosion; wear; flame spray process.

The function of the METCC Government Marketing Department is
to develop the use of the thermal spraying process within
the military and to act as liaison between military agencies
and the C.E.M. (Criginal Equipment Manufacturers). Agencies
are encouraged to consult with each other directly based on
technical results and facts.

The programs and applications in process, to date, include
the gas turbine engine for the Xl Tank. This engine is
being manufactured by Avco Lycoming and has seventeen (17)
separate applications designed into it. These applications,
produced by computerized equipment designed and built by
VETCC, provide protection from wear, erosion and corrosion
and are thus increasing engine life and efficiency.
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The Army is using the process in both R & D facilities such
as ARRADCCM, Watertown Arsenal and Fort Monmouth, as well as
at Depot level. The depots are reviewing the process to
extend the 1life of equipment already in line such as W60 gun
mounts, road arms and many others.

The Air Force, on the other hand, is also a very strong
proponent of the process. The ALC, Kelly AFB, Tinker AFB,
Wright-Patterson AFB, Hill AFB as well as Warner Robins, are
all very active users. The jet engines turned out by these
ALC's each have thermospray or plasma coatings applied per
specifications developed by the manufacturer. However,
military personnel with VMEITCO assistance have developed
applications beyond the scope of the C.E.M. with great
success. These approved applications have resulted in cost
savings to the Air Force in both funds and engine turn
around time.

The Navy has used the process at the NARF's (Naval Air
Rework Facilities) in the same manner as the Air Force.
They have extended the process use to ships and shipboard
applications. CCMNAVSURFPAC has made it Navy policy to use
the aluminum wire thermospray process on all valves to
eliminate corrosion. This process is being extended to all
applications above the waterline. This program is being
implemented at Ingalls 3hipyard on the Sprunce Class
Destroyers and the Frigate Class.

The Havy, with VNETCC, developed an aluminum arc sprayed non-
skid coating that was first used on the USS Truett with
great success. Since then, it was applied to several other
ships including the U3S Hewitt and USS Fox, with equal
success., The aluminum non-skid coating has outlasted the
conventional non-skid coating and provides corrosion
protection as well.

The coating, when applied to the helo deck, has eliminated a
serious problem with the tie downs. These items, generally
made of stainless steel mounted to a 6061T6 helo deck,
caused exfoliation and a costly repair. The coating has
eliminated this problem on all decks sprayed at this time.

The Navy is extending the process to cover machine repair
components and has issued a series of specifications to
cover the aforementioned applications. The most recent is
Mil-3td-1687, which covers procedure operator certification,
as well as materials. Cthers are as listed:
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1) Corrosion Control for Shipboard Launch and Recovery
Systems (NAVSEA and N.A.E.C.)
2) Navy Policy - Flame Spray Valves (COVMNAVSURFPAC)
3) Job Performance Aid for Applying Wire Sprayed
Aluminum
4) DD963 Corrosion Control Manual
5) Equipment Specification Available:
Mil-M-3800, Wire Systems
Mil-P-80141, ThermoSpray Systems
Mil-P-80109, Plasma Spray Systems
6) Materials Specification Available:
Mil-W-6712, Wire
Mil-P-83348, Powders
Mil-3td-1687, Process and Materials

The propulsion unit used in the Navy's latest destroyers is
the LIM2500. This unit is manufactured by General Electric
and contains eighty-one (81) applications in the compressor
section at 1100 degrees F and seventy-five (75) applications
in the turbine section. VNETCC has worked very closely with
General Electric to provide the proper material and process
for each of these applications.

The development of a new series of one-step materials has
given METCC the opportunity to penetrate the diesel engine
market. METCO has contacted all of the major diesel engine
manufacturers to demonstrate the process in major problem
areas. Areas being reviewed are the engine blocks, turbo
chargers, water pump engine components and automatic trans-
missions. It was demonstrated that by applying METCO 444
one-step stainless steel to the saddle and thrust faces of a
diesel engine block, that a $3,000 block can be restored at
a cost of $200.00. NETCC has documented all of its appli-
cations on diesel engines and is providing this documentation
to the Navy and other agencies to repair or authorize the
repair of its diesel engines.

It was estimated, based on the first quarter of FY'81, that
the Government will spend $930 million annually on rebuilt
or replacement parts. Cut of this, $190 million worth of
used parts are suitable for repair by the thermospray
rocess. This would generate an estimated cost saving of
gléo million annually.

Conclusion: The thermospray process can increase equipment
readiness through increased utilization of the estimated
$3.6 million in equipment already purchased. What is
required is additional official support and serious investi-
gation of future applications. METCC is willing to offer
its support to any and all agencies to further the controlled
use of these processes,.
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SIMULATION OF TRACK MAINTENANCE COSTS

Richard L. Smith
Allan I. Krauter
Shaker Research Corporation
Northway 10 Executive Park
Ballston Lake, NY 12019

The Simulation Cost Model (SCM) provides economic evaluations for main-
tenance of systems, components, or assemblies. The application of this
technique for costing maintenance operations of track and its component
structures is described. Examples are provided which illustrate the
use of maintenance action diagrams. These diagrams graphically repre-
sent the system being modeled.

The SCM procedure allows separate maintenance cost entries to be associ-
ated with definable track substructures such as rail, cross ties, or
ballast., 1In this manner separate tabulations of maintenance expendi-
tures can be obtained from the computerized technique. The SCM also
allows time-dependent cost estimating and produces costs by year for:
class of track, component or substructure repaired, type of maintenance
operations, labor, material, equipment, delays, scrap, fines, etc.

The track SCM computer program is tailored specifically for track main-
tenance cost analysis, but user flexibility is built in and any mainte-
nance operation which can be depicted through use of a "maintenance
action" diagram can be analyzed.

Key words: Computer simulation; life cycle costs; maintenance, track;
simulation cost model; track maintenance planning; track standards.

INTRODUGCTION

The actual total cost of maintaining a segment of railroad track is ex-
tremely difficult to ascertain. At the point of manufacture, a length
of rail, a tie, or a ton of ballast has, at a given instant, a fixed
determinable cost. However, materials of repair are only a fraction of
overall maintenance expenses. Costs of inspection, delivery, instal-
lation, and resulting delays must also be considered.

The task of costing any proposed maintenance practice or policy modifi-
cation is complicated by: ‘

e the fact that there are almost as many maintenance practices as
there are railroads to perform them;
e the constant replacement of system materials;
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e the unplanned nature of some maintenance operations; and
e the ever-changing demands of business which can alter the physical
loading of the track structures themselves.

These problems have prompted several attempts in recent years to improve
the techniques for estimating task maintenance costs. Several of these
were reviewed recently at a workshop [1]* on the subject of track main-
tenance. Table 1 is a summary of techniques being used today for eval-
uating track maintenance costs of performance. The simulation cost
model (SCM), the last entry in the table, differs from the more typical
techniques in that it provides a

e graphic representation of the system being simulated through use
of a maintenance action diagram;

‘@ evaluation of proposed alternate maintenance action policies or
procedures;

e listing of all annual track maintenance costs including those for
several different subcategories; and

e time simulations to predict future maintenance operations and
associated costs. ’

Simulation cost modeling is described in detail in [2-4].

DEFINING TRACK MAINTENANCE FOR A SIMULATION

Track maintenance costs can be defined as the annual direct charges for
the upkeep of track property and equipment. Track property includes
rail, cross ties, ballast, and associated hardware fastenings. Equip-
ment refers to those pieces of machinery used for inspecting, install-
ing, and keeping the track in satisfactory operating condition. Al-
though some maintenance operations are performed by every railroad,
there are many different ways to perform typical major tasks of track
repair. Each railroad has its own maintenance policy which has usually
been derived from many years of experience.

In applying the SCM method for determining track maintenance costs it
was desired that: :

e the technique be applicable to a variety of railroads' mainte-
nance of way operations;

e the procedure allow for cost comparison of alternate maintenance
operations, either actual or potential.

The approach taken centers around a general computerized simulation
procedure which can handle any user-defined maintenance system. The
program uses a standard fourth order integration technique to simulate
future maintenance dctions. This integration technique can handle

*
Numbers in brackets denote references.
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costs and maintenance operations which are time varying, nonlinear, or
interdependent. A Weibull distribution is used to describe the rate at
which the components become defective. Figure 1 shows conceptually how
the time integration process operates in the SCM.

Costs which the model can consider include:

labor cost to inspect an arbitrary number of track components
labor cost for an arbitrary number of track components
equipment cost to inspect an arbitrary number of track components
material costs of new components installed

cost of track inspection labor and processes

supervisory labor in monitoring subcontracted maintenance
fines accrued for deficiencies in track safety

delays of trains caused by the'maintenance repair crews

slow order delays from insufficient maintenance

return costs from scrapping components of system
subcontracted maintenance of the components

delivery costs of transporting new (renewed) components
travel and living associated with repairs

cost of heavy equipment needed to perform repairs

cost of fueling or powering certain pieces of equipment
accident costs resulting from maintenance deficiencies

costs of converting jointed rail to welded rail

track idling costs

Simulation cost modeling can address questions of:

How much does it cost to maintain track?

e What are the cost breakdowns within the maintenance system by
structural component (e.g., rail, cross ties, or ballast)?

e Where in the maintenance system are the most costly procedures?

e What savings in annual maintenance can be expected if modeled
operations are altered?

e What will be future maintenance costs if the system work volume

or operations are changed?

Maintenance costs are available for output at any time point in the
simulation process. This "snap-shot" of maintenance repair costs and
system rates of repair can be used to compare with past or present
accounting records of the railroad system being modeled.

SIMULATION TECHNIQUE

The Simulation Cost Modeling technique consists of a graphic diagram of
the track maintenance system being modeled, the associated data, and
the FORTRAN computer program. The maintenance action diagram is a
gqualitative representation which is constructed by the user and de-
scribes the maintenance actions (inspection and repair) and their re-~
lationships to one another. The data set is the quantitative repre-
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sentation of the action diagram. Linking these is the computer pro-
gram. The program quantifies the modeled actions shown in the diagram,
implements the associated data set, and provides a selected set of cost
outputs.

Maintenance Action Diagrams

The SCM representation of the maintenance system takes the form of a
pictorial action diagram which describes how the railroad maintains its
track. The maintenance action diagram is analagous to a diagram of a
water pipe network. Water systems can be represented by drawings which
show the various connecting or branching points as well as their distri-
bution pattern. In a similar fashion the cost model maintenance action -
diagram displays the system being represented. The user represents
pictorially the way in which a railrpad (or the industry as a whole)
maintains its track. The maintenance actions occur on paths (lines with
arrowheads) which are linked together. The paths indicate the order in
which these actions are carried out and the order in which the computer
carries out its cost computations. The simulation cost modeling proce-
dure calculates the cost for each individual maintenance action repre-
sented and thus the total cost to maintain the track system under con-
sideration.

A simple example of a maintenance action diagram is shown in Figure 2,
The figure contains shaded blocks in which track exists in a conceptual
sense. Track leaves the in-use block because of track inspections which
occur on path 1., Track which fails this ingpection is separated from
the remainder of the track at node and is sent for maintenance.

This track is either maintained (via path 5) or is slow-ordered (de-
ferred maintenance - path 4). The separation point is node .  Repair
operations occur in the maintenance repair block, after which the track
returns to use.

It can be seen that the maintenance action diagram simply identifies the
maintenance system. Paths (uncircled numbers) represent actions in the
system whereas nodes (circled numbers) represent decision points. At
the decision points, the components are separated for the two outgoing
paths, .each having or leading to different maintenance actions. Further
descriptions of concepts involved in a maintenance action diagram are
given in Figures 3 and 4.

Typical maintenance action diagrams for track normally contain:

e The "in use'" or "in service" portion of the track system;

e The inspection-of-track loop;

e The removal or scrapping of defective system components;

e The act of maintaining the defective track found from a single
inspection process; and

e The supplying or bringing of new components to replace those belng

scrapped from the system.
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A more typical maintenance action diagram for track is shown in Figure
5. :

Because the diagram treats many components simultaneously, and because
of the shorthand notations used, the diagram is at once convenient and
misleading., It is convenient in that the overall system may be viewed
at a glance, and if the notation is understood, can give an impression
of the complexity of its structure. It is misleading in that many of
the details of the system cannot be shown explicitly in the display, and
may lead the viewer to believe that the model is too simple.

The maintenance action diagram can be as simple or as complex as neces-
sary to suit the requirements of the problem. An example is a remote
rework shop where components are sent for repair. If the repair rates
and costs are known the details of the maintenance work in the facility
might be disregarded and the applied costs be attached only to the
maintenance actions as one lump sum or cost per component repaired.
Similarly, major maintenance actions’might be simulated initially and
then updated in more detail at a later time when more information is
obtained and/or desired.

Data for Model

Whereas the maintenance system is defined qualitatively by the mainte-
nance action diagram, the system is described quantitatively by the
data and by functions associated with the paths. The data consist
typically of costs and of rates at which the maintenance system oper--
ates. For complex problems these data can be voluminous; consequently,
the computer program was developed to ‘

1. Provide the user with an annotated description of the data coded;

2. Allow the user to update the data quickly as new (or more reli-
able) information about the system becomes available; and

3. Let the user add (delete) associations between data elements
without restructuring the whole body of data already established.

The computerized cost data are treated in the analysis under separate
categories. These categories are, in general, expandable by the user.
The subcategories used in the model discussed include maintenance ex-
penses by:

Maintenance Action Diagram Path Number

Major Repair Block Operation (usually a collection of paths)
Track Structural Component

FRA Track Classification

User Identified Cost Descriptor Codes

9 0060 o

Sources for costs can be obtained from many different places.  Such
sources include

203



Standard accounting records
Policy definitions

Business practices

Accident records

Component failure histories
Standard maintenance practices
Safety compliance standards
Published reports

Functions for Data Modification During Simulations

The majority of cost models developed to date lack a method of evaluat-
ing the cost effects of certain parametric alternatives. The cost ad-
vantages (or disadvantages) in terms of track maintenance expenditure
caused by higher traffic densities, changes in Federal Safety Standards,
or an alternate component design, are not usually handled in the tra-
ditional cost modeling procedures. The present model addresses these
potential variations in the operating system through user-defined
functions.

If a cost or rate of track repair has a known dependence which can be
written in terms of parameters in the SCM or of time, then use can be
made of several preprogrammed families of functions which will carry
out the definable dependencies during the simulation. Seven types of
functions are presently incorporated in the track SCM including linear,
power, and exponential. These can be "turned-on" through the use of
various data codes. An example of turning on the Weibull function and
3 other functions is shown in Table 2.

Track Simulation Cost Results

Results from the SCM are obtained for discrete times as required by the
user. At each such time, these results, for each path in the track
model, consist of:

Simulation maintenance action diagram path number.

Track component (i.e., rail, tie, ballast, etc.)

FRA track class (1-6).

. Major repair block or type (such as rail laying, surfacing, etc.
For example purposes, 20 separate types were identified.).

5.. Cost code (the present example includes the following codes):

S~ N

a. material costs

b. equipment costs

c. fines

d. delays

e. scrap return costs
f. contracted costs
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g. delivery costs
h. travel and living
i. six levels of labor

An example of this output is shown in Table 3.

Simulation results are composed of a set of discrete time outputs as
produced from the SCM by the Runge-Kutta integration procedure. An ex-
ample of such simulation results is shown in Figure 6. These results
are for a hypothetical Alpha Railroad having the maintenance system
described by the maintenance action diagram of Figure 2. The railroad
has 1,000 miles of track whose distribution among the FRA track classes
is fairly typical of the rail freight industry. The figure shows the
annual and total cumulative expenditure for maintenance on the track of
this railroad for a period of 5 years. The base case results shown are
for a track characteristic life of 32 years.. The modified case results
are for a reduction in this characteristic life to 24 years. It can be
seen that the increased costs over the 5 year period due to the decreas-
ed rail life are substantial. It can also be seen that the cost in-
crease is greatest at the start of the simulation and becomes progres-
sively smaller toward the end of the 5 year period. The nature of this
transient behavior can be significant in the consideration of the track
and other maintenance systems and the determination of such transients
is an important characteristic of the SCM technique. The output costing
shown would be typical of the higher wear rates of rail resulting from
either more traffic or higher loaded rail cars.
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902

DATA BASED MANAGEMENT/REVIEW

ORGANIZATION

PROGRAM USE

COMMENTS

Canadian National
Railways

Manpower Planning

Data of past majntenance efforts are converted through
regression procedures to forecasting formulas for
estimating manpower needs by geographic location in the
Canadian National Railway System

P.A. International

Job Task Planning

Continuous tabulation and updating of prcjected work
for periods of one to four weeks. Identifies through
listings the need for people and equipment by regions.

Conrail

Track Maintenance
Management System

Keeps tabs on manhours by maintenance operation during
past year. Data from sample 9 miles of track have been
kept in detail on a trial basis.

Sou‘ghem Railway
\\

Maintenance Plan-
ning from track
quality indices

Track geometlTy pafawclels afe wessurcd dnd correlated
with track, performance (deraflments, rail defects, train
delays) and track fsg fdenrified vhare qphadn]m! mainte-
nance can be economically justified '

j—

Bessemer and Lake
Erie Raflroad

e e

Organization of
maintenance
operations data

Tabulates and records for future reference track repair
histories under 110 different accounting codes.

ECONOMIC
SIMULATIONS

Pugh Roberts

Analysis of track
related safety
options

Uses a collection of mathematical equations that describ
the various inter-relationships among the safety 7
operational elements of the railroad.

Shaker Research

Simulates main-
tenance actions and
tabulate cost of
track repair

Allows user to simulate his own maf{antenance practices
and obtain cost accounting outputs with time. Provides
for cost comparison simulations under user defined main-
tenance practice modifications.

—— e - o s e e = = om e i o e b

Table 1 = Computerized Track Maintenance Programs
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SIMULATION' TIME
POINT ONE

MAINTENANCE WORK
PERFORMED

NEW OEFECTIVE
TRACK SYSTEM PARTS

SIMULATION TIME PONT ONE
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A SMALL INCREMENT OF TME

PERFORM MORE
MANTENANCE

VRN

STEP TO REPEAT OVER
NEW TIME AND OVER FOR
POINT FULL TIME
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GENERATE DEFECTS :
=T|ME —3»

Figure 1

System Component Quality

Time Simulation Representation Showing
Various Actions Affecting the Track
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Paths are used to represent maintenance
"actions" or simply to act as connecting

PORTION OF SCHEMATIC links that show action sequencing and
Numbered circles represent DIAGRAM hierarchy. Path numbers are selected by
system maintenance decision the user.

points (nodes) that affect
downstream actions. Node
numbers are selected by the
user.

- Each path may have many non-zero scalars
associated with its action. These scalars
define:

1

e Components that are represented by this
These numbered split points path
can also represent alternate

. X P e Track classes that are represented by
maintenance policy decisions

this path

e Amount of component on path or amount of
comnonent which is being transferred by
path

This path represents the e Rate at which maintenance action is
balance of the components i performed

ey 1t a er . .

from path "l" not tE RSf red e  Labor rate costing of maintenance work

downstream by path "2". ‘

® Quality of components to which work is

aoplied

e Functional operators controlling user
defined relationships which can be used

This path represents that portion of .
: presents te ° to modify system scalars

the components associated with path "1"
transferred downstream to another point
in the maintenance system

Figure 3 Maintenance Action Diagram Concepts and Notations
Used in Numbering Paths.and Split Decision Points
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Path represents amount
of track reviewed by

inspectors for potential
defects

MAINTENANCE SYSTEM
BOUNDARY

(:K